Distributionally Robust Optimization and its Tractable Approximations

Joel Goh ∗ Melvyn Sim †

April 2009

Abstract

In this paper, we focus on a linear optimization problem with uncertainties, having expectations in the objective and in the set of constraints. We present a modular framework to obtain an approximate solution to the problem that is distributionally robust, and more flexible than the standard technique of using linear rules. Our framework begins by firstly affinely-extending the set of primitive uncertainties to generate new linear decision rules of larger dimensions, and are therefore more flexible. Next, we develop new piecewise-linear decision rules which allow a more flexible re-formulation of the original problem. The reformulated problem will generally contain terms with expectations on the positive parts of the recourse variables. Finally, we convert the uncertain linear program into a deterministic convex program by constructing distributionally robust bounds on these expectations. These bounds are constructed by first using different pieces of information on the distribution of the underlying uncertainties to develop separate bounds, and next integrating them into a combined bound that is better than each of the individual bounds. We present an example illustrating how our framework can be applied to robustly optimize a multi-period inventory management problem with fill-rate constraints.
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1 Introduction

Traditionally, robust optimization has been used to immunize deterministic optimization problems against infeasibility caused by perturbations in model parameters, while simultaneously preserving computational tractability. The general approach involves reformulation of the original uncertain optimization problem into a deterministic convex program, such that each feasible solution of the new program is feasible for all allowable realizations of the model uncertainties. The deterministic program is therefore “robust” against perturbations in the model parameters. This approach dates back to Soyster [33], who considered a deterministic linear optimization model that is feasible for all data lying in a convex set. Recent works using this general approach include Ben-Tal and Nemirovski [3, 4, 5], Bertsimas and Sim [8], El Ghaoui and Lebret [19], and El Ghaoui et al. [21].

Ben-Tal et al. [2] noted that the traditional robust optimization approach was limited in the sense that it only allowed for all decisions to be made before the realization of the underlying uncertainties. They noted that in the modeling of real-world problems with multiple stages, it might be permissible for a subset of the decisions to be made after the realization of all or part of the underlying uncertainties. To overcome this limitation, the authors introduced the Affinely Adjustable Robust Counterpart (AARC), which allowed for delayed decisions that are affinely dependent upon the primitive uncertainties. Chen and Zhang [16] also introduced the Extended Affinely Adjustable Robust Counterpart (EAARC) as an extension of the AARC by an affine re-parameterization the primitive uncertainties. In a related work, Chen et al. [15] introduced several piecewise-linear decision rules which are more flexible than (and improve upon) regular LDRs, and they show that under their new rules, computational tractability is preserved.

Typically, robust optimization problems do not require specifications of the exact distribution of the model uncertainties. This is the general distinction between the approaches of robust optimization and stochastic programming towards modeling problems with uncertainties. In the latter, uncertainties are typically modeled as random variables with known distributions, and has been used to obtain analytic solutions to important classes of problems (see, e.g. Birge and Louveaux [10], Ruszczyński and Shapiro [29]). In the framework of robust optimization, however, uncertainties are usually modeled as random variables with true distributions that are unknown to the modeler, but are constrained to lie within a known support. Each approach has its advantages: if the exact distribution of uncertainties is precisely known, optimal solutions to the robust problem would be overly and unnecessarily conservative. Conversely, if the assumed distribution of uncertainties is in fact different from the actual distribution, the optimal solution using a stochastic programming approach may perform poorly. Bertsimas and Thiele [9] reported computational results for an inventory model showing that even in the case when the assumed demand distribution had identical first and second moments to the actual demand distribution, an inventory policy which is heavily-tuned to the assumed distribution might perform poorly when used against the true distribution.

A recent body of work aims to bridge the gap between the conservatism of robust optimization and the specificity of stochastic programming, where solutions to uncertain optimization problems are sought for partially-characterized uncertainty distributions. In this general theme of work, the modeler
is typically assumed to have access to certain distributional properties of the primitive uncertainties, such as their support and moments. This approach dates back to Scarf [30], who considered an optimal single-product newsvendor problem under distributional ambiguity, but with known mean and variance. Gallego and Moon [23] provided a simpler proof of Scarf’s result and extended the original model to include recourse and fixed cost. Chen et al. [14] introduced additional distributional properties of forward and backward deviations, and unified bounds were developed in Chen and Sim [13] for uncertainties with known support, mean, covariance, forward and backward deviations. El Ghaoui et al. [20] developed worst-case bounds for chance-constraints on uncertainties, when only the bounds on their means and covariance matrix were available. In a working paper, Delage and Ye [17] study distributionally robust stochastic programs when the mean and covariance of the primitive uncertainties are themselves subject to uncertainty.

Our paper aims to extend this body of work in a similar direction: Adopting a primarily robust approach, we aim to robustly solve a linear optimization problem with partially-characterized uncertainties. A key feature in our model is that we allow for expectations of recourse variables in the constraint specifications. Furthermore, our model explicitly handles the non-anticipative requirement which occurs in many practical problems (e.g. multi-stage problems). The overarching motivation for our work is to design a general framework for modeling and solving linear robust optimization problems, which can then be automated. In a parallel work, we are concurrently designing software to model robust problems within this framework. The key contributions of this paper are summarized below:

1. We present a new flexible non-anticipative decision rule, which we term the bi-deflected LDR, which generalizes both the previous deflect LDR in [15] and the truncated LDR in See and Sim [31]. Furthermore, being non-anticipative, our new decision rule is also suitable for multi-stage modeling. We show that our new decision rule is an improvement over the original deflect LDR, as well as the standard LDR.

2. We discuss a technique of segregating the primitive uncertainties to obtain a new set of uncertainties. We show that by applying LDRs on the new segregated uncertainties, we obtain decision rules (which we term Segregated LDRs, or SLDRs in short) that are more flexible than the original LDRs, which preserve the non-anticipative requirements of the original LDRs. We study how these SLDRs can be used in conjunction with other partially-known characteristics of the original uncertainty distribution (such as its mean and covariance) to construct distributionally ambiguous bounds on the expected positive part of an SLDR.

This paper is structured as follows: In Section 2, we present the general optimization problem that we attempt to solve, discussing our motivation and some applications. In Section 3, we discuss the model of uncertainty which we will use for the rest of the paper, and highlight the distributional properties of the model uncertainties which we assume we have knowledge of. In Section 4, we discuss a tractable linear approximation to the general problem, and how segregated uncertainties can be used to improve the quality of the approximation. In Section 5, we present and extend existing known bounds on the expected value of the positive part of a random variable, which is used in Section 6, where we introduce
the two-stage and non-anticipative bi-deflected LDR and discuss its properties. Section 7 concludes. The mathematical proofs in this paper are relegated to appendices A, B, and C. In Appendix D, we present a comprehensive example demonstrating how to use the techniques developed in this paper to approximately solve a multi-period inventory management problem.

Notations We denote a random variable by the tilde sign, i.e., \( \tilde{x} \). Bold lower case letters such as \( x \) represent vectors and the upper case letters such as \( A \) denote matrices. In addition, \( x^+ = \max \{ x, 0 \} \) and \( x^- = \max \{ -x, 0 \} \). The same notation can be used on vectors, such as \( y^+ \) and \( z^- \) which denotes that the corresponding operations are performed component-wise. For any set \( S \), we will denote by \( 1_S \) the indicator function on the set. Also, we will denote by \( [N] \) the set of positive running indices to \( N \), i.e. \( [N] = \{1, 2, \ldots, N\} \), for some positive integer \( N \). For completeness, we assume \( [0] = \emptyset \). We also denote with a superscripted letter “c” the complement of a set, e.g. \( I^c \). We denote by \( e \) the vector of all ones, and by \( e^i \) the \( i \)th standard basis vector. We will use superscripted indices on vectors to index members of a collection of vectors, while subscripted indexes on a vector denotes its components, i.e. \( x_i = e^i' x \). Finally, we distinguish between models which are intractable against those that are computationally tractable, by denoting the optimal objectives of intractable functions with a superscripted asterisk, i.e. \( Z^* \).

2 Linear Optimization with Expectation Constraints

2.1 General Model

Let \( \tilde{z} = (\tilde{z}_1, \ldots, \tilde{z}_N) \) be a vector of \( N \) random variables defined on the probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \). \( \tilde{z} \) represents the primitive uncertainties of our model. We do not presume knowledge of the actual joint distribution of \( \tilde{z} \). Instead, we shall assume that the true joint distribution \( \mathbb{P} \) lies in some family of distributions \( \mathbb{P} \). We shall denote by \( x \in \mathbb{R}^n \) the vector of decision variables, representing the here-and-now decisions which are unaffected by realizations of the primitive uncertainties. We also optimize over a set of \( K \) wait-and-see decision rules (also known as recourse variables), denoted by \( y^k(\cdot) \in \mathbb{R}^{m_k} \), which are functions of the primitive uncertainties. In general, each decision rule may only depend on a subset of the primitive uncertainties. For each \( k \in [K] \), we denote by \( I_k \subseteq [N] \) the index set of dependent uncertainties for \( y^k(\cdot) \). Furthermore, for any index set \( I \subseteq [N] \), we denote by \( \mathcal{Y}(m, N, I) \) the space of allowable recourse decisions, which are measurable functions, defined as follows:

\[
\mathcal{Y}(m, N, I) \triangleq \left\{ f : \mathbb{R}^N \to \mathbb{R}^m : f \left( z + \sum_{i \notin I} \lambda_i e^i \right) = f(z), \forall \lambda \in \mathbb{R}^N \right\}
\]

and

\[
y^k \in \mathcal{Y}(m_k, N, I_k) \quad \forall k \in [K]
\]

For example, if \( I = \{1, 2\} \), and \( y \in \mathcal{Y}(m, N, I) \), then \( y \) only depends on the first two components of the primitive uncertainty vector \( \tilde{z} \). From a practical perspective, the specific structure of \( \{I_k\}_{k=1}^K \) often
translates naturally into practical modeling phenomena. For example, the condition:

\[ I_1 \subseteq I_2 \subseteq \ldots \subseteq I_K \]  

(2.3)

reflects the non-anticipative requirement in information-dependent modeling (of which multi-stage problems are a special case) where we have successive revelation of information at each stage. We consider the ambiguity-averse minimization of a linear expected cost, with a finite set of \( M \) linear expectation constraints. The general problem can be expressed as:

\[
Z_{\text{GEN}}^* = \min_{x, \{y^k(s)\}_{k=1}^K} \mathbf{c}^0' x + \sup_{\mathbf{P} \in \Phi} \left( \sum_{k=1}^K \mathbf{d}^{0,k'} y^k(\tilde{z}) \right)
\]

s.t. \[
\mathbf{c}^l' x + \sup_{\mathbf{P} \in \Phi} \left( \sum_{k=1}^K \mathbf{d}^{l,k'} y^k(\tilde{z}) \right) \leq b_l \quad \forall l \in [M]
\]

\[
T(\tilde{z}) x + \sum_{k=1}^K U^k y^k(\tilde{z}) = v(\tilde{z})
\]

\[
y^k \leq y^k(\tilde{z}) \leq \overline{y}^k \quad \forall k \in [K]
\]

\[
x \geq 0
\]

\[
y^k \in \mathcal{Y}(m_k, N, I_k) \quad \forall k \in [K]
\]

(2.4)

Where the model data \((\mathbf{c}^l, \mathbf{d}^{l'}, T(\tilde{z}), v(\tilde{z}))\) is deterministic, and we assume that \(T(\tilde{z}), v(\tilde{z})\) are affinely dependent on \(\tilde{z}\), given by

\[
T(\tilde{z}) = \mathbf{T}^0 + \sum_{j=1}^N \tilde{z}_j T^j \quad , \quad v(\tilde{z}) = v^0 + \sum_{j=1}^N \tilde{z}_j v^j
\]

For brevity, we adopt the convention here and throughout this paper that (in)equalities involving recourse variables hold almost surely, i.e.

\[
y(\tilde{z}) \leq u \iff \mathbb{P}(y(\tilde{z}) \leq u) = 1
\]

The bounds on the recourse variables, \(\underline{y}^k\) and \(\overline{y}^k\), for each \(k\), are specified constants which can be infinite:

\[
\underline{y}^k \in \mathbb{R}^{m_k} \cup \{-\infty\}^{m_k}
\]

\[
\overline{y}^k \in \mathbb{R}^{m_k} \cup \{+\infty\}^{m_k}
\]

(2.5)

For ease of exposition later, we will denote the index sets for the non-infinite bounds as follows:

\[
J^k = \left\{ i \in [m_k] : \underline{y}^k_i > -\infty \right\}
\]

\[
\overline{J}^k = \left\{ i \in [m_k] : \overline{y}^k_i < +\infty \right\}
\]

(2.6)

### 2.2 Motivation

The general model (2.4) that we consider has a linear structure, which may appear overly restrictive. In this section, however, we will proceed to show how (2.4) can be used to model important classes of problems with piecewise-linear structures.
2.2.1 Piecewise-linear Utility Functions

In the modelling of certain problems, such as newsvendor-type models, it is common to encounter constraints of the form \( \sup_{P \in F} E_P ( y(\tilde{z})^+) \leq b \), which can be modeled in the form of (2.4) using a slack decision rule \( s(\tilde{z}) \) as follows

\[
\sup_{P \in F} E_P ( s(\tilde{z}) ) \leq b \\
\quad s(\tilde{z}) \geq 0 \\
\quad s(\tilde{z}) \geq y(\tilde{z}) \\
\quad s, y \in \mathcal{Y}(m, N, I)
\]  

(2.7)

2.2.2 CVaR Constraints

The Conditional Value-at-Risk (CVaR) risk metric was popularized by Rockafellar and Uryasev [28], and is the best possible convex approximation of the traditional Value-at-Risk (VaR) (Föllmer and Schied [22]), which is commonly used in financial risk modeling and optimization. CVaR possesses several mathematically desirable qualities above and beyond VaR, qualifying CVaR as a coherent measure of risk (see Artzner et al. [1]), and is typically parameterized by a level \( \beta \in (0, 1) \). Furthermore, the \( \beta \)-CVaR can be derived as a special case of the negative optimized certainty equivalent (OCE) introduced by Ben-Tal and Teboulle [6, 7]. The worst-case \( \beta \)-CVaR when the actual uncertainty distribution \( P \) lies in a family of distributions \( F \) can be expressed as

\[
\beta \text{-CVaR}_F(\tilde{x}) \equiv \inf_{v \in \mathbb{R}} \left\{ v + \frac{1}{1 - \beta} \sup_{P \in F} E_P \left( (\tilde{x} - v)^+ \right) \right\}
\]  

(2.8)

The \( \beta \)-CVaR can be used to approximate chance-constraints, by using the relation below which holds for any distribution \( P \) in the family of distributions \( F \):

\[
\beta \text{-CVaR}_F(\tilde{x}) \leq b \Rightarrow P(\tilde{x} \geq b) \leq 1 - \beta
\]  

(2.9)

Using a similar argument as (2.7), the constraint \( \beta \)-CVaR\( P(\tilde{y}(\tilde{z})) \leq b \), for a scalar-valued decision rule \( y(\tilde{z}) \), can therefore be expressed as:

\[
v + \frac{1}{1 - \beta} \sup_{P \in F} E_P ( s(\tilde{z}) ) \leq b \\
\quad s(\tilde{z}) \geq 0 \\
\quad s(\tilde{z}) \geq y(\tilde{z}) - v \\
\quad s, y \in \mathcal{Y}(1, N, I)
\]  

(2.10)

3 Model of Uncertainty, \( U \)

In the modeling of most problems, even though the problem data contains elements of uncertainty, the modeler may have access to some crude or partial information about the data. We assume that we may have knowledge of certain descriptive statistics of the primitive uncertainty vector \( \tilde{z} \). Namely, its support, mean, covariance, and directional deviations (as introduced by Chen, Sim, and Sun in [14]).
In Section 5, we will show how each piece of information, if present, can be used to construct different bounds in the approximate solution of the general model (2.4).

**Support.** We denote by $W \subseteq \mathbb{R}^N$ the smallest convex support of $\tilde{z}$, which can also be unbounded. There is no loss of generality in assuming convexity, since we can always take $W$ to be the convex hull of the actual (non-convex) support of $\tilde{z}$ instead. We further assume that $W$ is a full-dimensional tractable conic representable set.

**Mean.** We denote by $\hat{z}$ the mean of $\tilde{z}$. Instead of modeling the mean as a precisely-known quantity, we consider a generalization in which the mean $\hat{z}$ is itself uncertain, with corresponding (possibly unbounded) support $\hat{W}$. We again assume that $\hat{W}$ is a tractable conic representable set. This includes the case of a known mean, which corresponds to $\hat{W}$ being a singleton set.

**Covariance.** We denote by $\Sigma$ the covariance of $\tilde{z}$. Unlike the mean, which we assume to be known up to a support, we assume that the covariance is precisely known.

**Directional Deviations.** While $\tilde{z}$ may not have stochastically independent components, we may be able to find a linear transformation of $\tilde{z}$, parameterized by a matrix $H_\sigma \in \mathbb{R}^{N \times N}$, that yields a vector $H_\sigma \tilde{z} = \tilde{z}_\sigma$ which has stochastically independent components. We denote by $\hat{z}_\sigma$ the mean of $\tilde{z}_\sigma$, which lies in a support set $\hat{W}_\sigma$, defined as:

$$\hat{W}_\sigma = \{H_\sigma \hat{z} : \hat{z} \in \hat{W}\}$$

We denote by $\sigma_f$ and $\sigma_b$ the upper bounds of the forward and backward deviations of $\tilde{z}_\sigma$,

$$\begin{align*}
\sigma_f &\geq \sigma_{f_p}(\tilde{z}_\sigma) \\
\sigma_b &\geq \sigma_{b_p}(\tilde{z}_\sigma)
\end{align*}$$

where $\sigma_{f_p}(\cdot)$, $\sigma_{b_p}(\cdot)$ are defined component-wise by Chen, Sim, and Sun [14] as:

$$\begin{align*}
\sigma_{f_p}(\tilde{z}_\sigma)'e_j &= \sup_{\theta > 0} \left\{ \sqrt{2 \ln E_p (\exp (\theta(\tilde{z}_{\sigma,j} - \hat{z}_{\sigma,j})))} / \theta^2 \right\} \\
\sigma_{b_p}(\tilde{z}_\sigma)'e_j &= \sup_{\theta > 0} \left\{ \sqrt{2 \ln E_p (\exp (-\theta(\tilde{z}_{\sigma,j} - \hat{z}_{\sigma,j})))} / \theta^2 \right\}
\end{align*}$$

for $j \in [N_\sigma]$. We consider upper bounds of directional deviations in order to characterize a family of distributions. We note that numerical values of these bounds can be estimated from empirical data, and we refer interested readers to Chen, Sim, and Sun [14], Natarajan, Pachamanova, and Sim [25], or See and Sim [31] for examples of how directional deviations can be estimated and used.

---

1While the results in this paper can be extended to the case of unknown covariance (using, e.g., techniques presented in the working paper by Delage and Ye [17]), this would increase the complexity of the deterministic formulation of the problem from a second-order conic program (SOCP) to a semi-definite program (SDP).
4 Linear Approximations of the General Model

In general, since there are infinite choices of the form of the decision rule \( y^k(\cdot) \), the model (2.4) is generally computationally intractable (see Ben-Tal et al. [2], Dyer and Stougie [18]). However, by applying a suitable restriction to the space of allowable decision rules, we can obtain a tractable approximation to the problem. Instead of considering all possible choices of \( y^k(\cdot) \) from the space of functions, \( \mathcal{Y}(m, N, I_k) \), we choose to restrict ourselves to Linear Decision Rules (LDRs), where each \( y^k(\cdot) \) is instead chosen from the space of affine functions of \( \tilde{z} \), denoted by \( \mathcal{L}(m, N, I_k) \subset \mathcal{Y}(m, N, I_k) \), and defined as follows:

\[
\mathcal{L}(m, N, I_k) = \left\{ f : \mathbb{R}^N \to \mathbb{R}^m : \exists (y^0, Y) \in \mathbb{R}^m \times \mathbb{R}^{m \times N} : f(z) = y^0 + Yz, \quad Ye^i = 0, \forall i \notin I_k \right\} \quad (4.1)
\]

and we notice that the final condition, \( Ye^i = 0 \) enforces the information dependency upon the index set \( I_k \). Therefore, using a linear model of recourse, our recourse solution is given by:

\[
y^k(\tilde{z}) = y^{0,k} + Y^k \tilde{z} \quad \forall k \in [K]
\]

Using LDRs as our model of recourse, and denoting by \( \mathcal{P} \) the family of distributions \( \mathcal{P} \) with distributional properties as specified in the Model of Uncertainty, Problem (2.4) can be approximated as:

\[
Z_{LDR} = \min_{x, \{y^0, k, Y^k\}_{k=1}^K} \left\{ c^0 x + \sum_{k=1}^K d^{0,k} y^{0,k} + \sup_{\tilde{z} \in \hat{W}} \left( \sum_{k=1}^K d^{0,k} Y^k \tilde{z} \right) \right\} \quad (4.2)
\]

\[
\text{s.t.} \quad c^l x + \sum_{k=1}^K d^{l,k} y^{0,k} + \sup_{\tilde{z} \in \hat{W}} \left( \sum_{k=1}^K d^{l,k} Y^k \tilde{z} \right) \leq b_l \quad \forall l \in [M]
\]

\[
T^0 x + \sum_{k=1}^K U^k y^{0,k} = v^0
\]

\[
T^j x + \sum_{k=1}^K U^k Y^k e^j = v^j \quad \forall j \in [N]
\]

\[
y^k \leq y^{0,k} + Y^k \tilde{z} \leq \bar{y}^k \quad \forall \tilde{z} \in \hat{W} \quad \forall k \in [K]
\]

\[
Y^k e^j = 0 \quad \forall j \notin I_k, \forall k \in [K]
\]

\[
x \geq 0
\]

We formalize this in the following proposition:

**Proposition 1** If \( \mathcal{L}(m_k, N, I_k) \) is used to approximate \( \mathcal{Y}(m_k, N, I_k) \), then under the approximation, Problem (2.4) is equivalent to Problem (4.2).

**Proof:** Please see Appendix A.1.

In the transformed problem, we notice that the constraints \( \underbar{y}^k \leq y^{0,k} + Y^k \tilde{z} \leq \bar{y}^k \) over all \( \tilde{z} \in \hat{W} \), as well as the suprema over \( \tilde{z} \in \hat{W} \) in the objective and first \( M \) constraints, can be converted into their robust counterparts. This will render Problem (4.2) as a tractable conic optimization problem, since \( \hat{W} \)
and \( \hat{W} \) are tractable conic representable sets (see Ben-Tal and Nemirovski [3], Bertsimas and Sim [8]). In particular, if \( W \) and \( \hat{W} \) are polyhedral, then Problem (4.2) becomes a linear program.

Although the restriction to using linear recourse decisions allow a tractable reformulation of the original problem, the key shortcoming of using LDRs is that the LDR approximation to the general problem can be infeasible even for very simple constraints (see e.g., the discussion in Chen et al. [15]).

In the remainder of this section, we discuss how we may segregate the primitive uncertainty vector to obtain a more flexible model of recourse. In Section 6, we further discuss how to exploit the structure of the constraints to construct even more flexible piecewise-linear decision rules.

4.1 Remapping the Primitive Uncertainty Vector

In the positive-and-negative Segregated LDR introduced by Chen et al. [15], the authors split the original uncertainty vector into positive and negative half spaces, and applied LDRs to the split uncertainties in order to increase the flexibility of the LDR. We extend their result, and discuss here how we may segregate primitive uncertainties into intervals, and more importantly, how we can use the segregated uncertainties in our modeling framework. To begin, we consider a functional mapping \( M : \mathbb{R}^N \rightarrow \mathbb{R}^{N_E} \), where \( N_E \geq N \), that satisfies the following relationship for any \( z \in \mathbb{R}^N \), for some given matrix \( F \in \mathbb{R}^{N_E \times N} \) and vector \( g \in \mathbb{R}^N \):

\[
    z = FM(z) + g 
\]

We notice that \( F \) has to be full rank since \( W \) is assumed to have a non-empty interior. We denote by \( V^* \) the image of \( M(\cdot) \) corresponding to the domain \( W \), i.e.

\[
    V^* \triangleq \{ M(z) : z \in W \} 
\]

and by \( \hat{V}^* \) the image of \( M(\cdot) \) corresponding to the domain \( \hat{W} \), i.e.

\[
    \hat{V}^* \triangleq \{ M(\hat{z}) : \hat{z} \in \hat{W} \} 
\]

Again, we require \( M(\cdot) \) to be such that the convex hull of \( V^* \) is full-dimensional. We notice that while \( M(\cdot) \) is invertible by an affine mapping, \( M(\cdot) \) itself is not required to be affine in its argument. Indeed, in the example which follows, we present a piecewise-affine \( M(\cdot) \), and show how it can be used to segregate a scalar primitive uncertainty into different regions of interest.

4.2 Example: Segregating a Scalar Uncertainty

Suppose we have a scalar primitive uncertainty, \( \tilde{z} \), on the support \( W = \mathbb{R} \), which wish to segregate into three regions, \((-\infty, -1], [-1, 1], \text{and } [1, +\infty) \). Denoting the points, \((p_0, p_1, p_2, p_3) = (-\infty, -1, 1, +\infty) \), we can construct the segregated uncertainty by applying the following nonlinear mapping: \( \tilde{\zeta} = M(\tilde{z}) \), where

\[
    \tilde{\zeta}_i = \begin{cases} 
        \tilde{z} & \text{if } p_{i-1} \leq \tilde{z} \leq p_{i+1} \\
        p_{i-1} & \text{if } \tilde{z} \leq p_{i-1} \\
        p_{i+1} & \text{if } \tilde{z} \geq p_{i+1} 
    \end{cases} 
\]
for $i \in \{1, 2, 3\}$. We notice that

$$\tilde{\zeta}_1 + \tilde{\zeta}_2 + \tilde{\zeta}_3 = \begin{cases} 
\tilde{z} - 1 + 1 = \tilde{z} & \text{if } \tilde{z} \leq -1 \\
-1 + \tilde{z} + 1 = \tilde{z} & \text{if } -1 < \tilde{z} < 1 \\
-1 + 1 + \tilde{z} = \tilde{z} & \text{if } \tilde{z} \geq 1
\end{cases}$$

and therefore Equation (4.3) holds with $F = [1, 1, 1]$ and $g = 0$.

### 4.3 Mappings which Represent Segregations

In the preceding example, we notice that the segregation resulted in a new uncertainty vector $\tilde{\zeta}$, the components of which provide local information of the original scalar uncertainty $\tilde{z}$. In general, the purpose of segregating a uncertainties into intervals is to obtain a finer resolution of the original uncertainty. To better understand how we can construct such segregations, we proceed to characterize the mapping functions $M(\cdot)$ which represents a segregation of a primitive uncertainty vector.

For some positive integer $L$, we consider a collection of $N \times (L + 1)$ distinct points on the extended real line, denoted by $\xi_{ij}$ for some $i \in [N], j \in [L + 1]$, with the following properties $\forall i \in [N]$:

$$\begin{align*}
\xi_{i,1} &= -\infty \\
\xi_{i,L+1} &= +\infty \\
\xi_{i,j_1} &< \xi_{i,j_2} \quad \text{iff } j_1 < j_2
\end{align*}$$

Furthermore, we denote by $\xi$ the $N \times (L + 1)$ matrix which collects these points. We call $M(\cdot)$ a segregation if $\forall \zeta = M(z)$, its components $\forall j \in [N_E]$, are given by

$$\zeta_j = \begin{cases} 
z_i & \text{if } \xi_{i,k} \leq z_i \leq \xi_{i,k+1} \\
\xi_{i,k} & \text{if } z_i \leq \xi_{i,k} \\
\xi_{i,k+1} & \text{if } z_i \geq \xi_{i,k+1}
\end{cases}$$

where

$$j = i + (k - 1)N$$

for some $i \in [N], k \in [L]$. We notice that for a particular $j \in [N_E], i$ and $k$ can be uniquely obtained as:

$$\begin{align*}
i &= ((j - 1) \bmod N) + 1 \\
k &= \lceil j/N \rceil
\end{align*}$$

In the following proposition, we prove that when $M(\cdot)$ is a segregation, it is also affinely-invertible by proper choice of $F$ and $g$.

**Proposition 2** When $M(\cdot)$ is a segregation,

$$z = FM(z) + g \quad \forall z \in \mathbb{R}^N$$

if we have

$$\begin{align*}
F &= \begin{bmatrix} I & I & \ldots & I \end{bmatrix} \\
g &= -\sum_{i=2}^{L} \xi e^i
\end{align*}$$
where $F \in \mathbb{R}^{N \times LN}$, $g \in \mathbb{R}^N$.

**Proof:** Please see Appendix A.2.

**Remark:** Although we consider a segregation $M(\cdot)$ which segments each component of $\tilde{z}$ uniformly into $L$ parts, it is clear from the proof that Proposition 2 still holds even if each component of $\tilde{z}$ was segmented into a different number of positive integer parts, $\{L_i\}_{i=1}^N$, albeit with a different choice of $F$ and $g$. This would come at the expense of more notation and bookkeeping. Hence, for simplicity, here and for the rest of this paper, we will only discuss only case of uniform segregation.

### 4.4 Segregated Linear Decision Rules

As seen above, the segregation $M(\cdot)$ can be used to define a new uncertainty vector $\tilde{\zeta} \in \mathbb{R}^{NE}$, which we will term the segregated uncertainty vector. By considering LDRs on the segregated uncertainty vector $\tilde{\zeta}$, we obtain a new set of decision rules, which we term segregated LDRs or SLDRs for short. By using the SLDRs, the recourse solutions, becomes:

$$y^k(\tilde{z}) = r^k(M(\tilde{z})) = r^{0,k} + R^k M(\tilde{z}), \quad \forall k \in [K]$$

which is effectively the composition of an affine functional with the segregating mapping $M(\cdot)$. Under these SLDRs, Problem (2.4) becomes:

$$Z_{SLDR}^* = \min_{x,\{r^k(\cdot)\}_{k=1}^K} \left( \sum_{k=1}^K d^0, k' r^k(M(\tilde{z})) \right) \sup_{P \in \mathcal{F}} \left( \sum_{k=1}^K d^{k, k'} r^k(M(\tilde{z})) \right) \leq b_l \quad \forall l \in [M]$$

$$T(\tilde{z})x + \sum_{k=1}^K U^k r^k(M(\tilde{z})) = v(\tilde{z})$$

(4.7)

Problem (A.3) of Appendix A presents an equivalent, and more explicit formulation of Problem (4.7). We notice that Problem (A.3), and, equivalently (4.7), is generally intractable, since $\mathcal{V}^*$ and $\hat{\mathcal{V}}^*$ are generally non-convex. Furthermore, it is not obvious how to handle the non-anticipative constraints. We therefore aim to construct an approximation of Problem (4.7) that would still improve upon the standard LDR.
4.5 Approximating $V^*$ and $\hat{V}^*$

We begin by constructing sets $V$ and $\hat{V}$ which approximate the sets $V^*$ and $\hat{V}^*$. Both $V$ and $\hat{V}$ should be tractable conic representable sets, and should satisfy the implicit set relations:

\[
\begin{align*}
\mathcal{W} &= \{\mathbf{F}\zeta + g : \zeta \in V\} \\
\hat{\mathcal{W}} &= \{\hat{\mathbf{F}}\hat{\zeta} + g : \hat{\zeta} \in \hat{V}\}
\end{align*}
\]  

(4.8)

which implies that $V^* \subseteq V$ and $\hat{V}^* \subseteq \hat{V}$.

To begin explicit construction of $V$, we note that the best convex approximant of $V^*$ is its convex hull, $\text{conv}(V^*)$, and ideally, we would choose $V = \text{conv}(V^*)$. Indeed, Wang et al. [34] show how to describe $\text{conv}(V^*)$ when $\mathcal{W}$ has a special structure, which they term an absolute set. However, in general, for $\mathcal{W}$ of arbitrary structures, it may not be easy to describe $\text{conv}(V^*)$. Instead, we construct $V$ using a proxy set $\mathcal{H}$

\[
\begin{align*}
\mathcal{V} &= \{\zeta \in \mathcal{H} : \mathbf{F}\zeta + g \in \mathcal{W}\} \\
\mathcal{H} &= \{\zeta \in \mathbb{R}^{NE} : \xi_{i,k} \leq \zeta_j \leq \xi_{i,k+1} \quad \forall j \in [NE] : \exists i \in [N], k \in [L] : j = i + (k-1)N\}
\end{align*}
\]

(4.9)

(4.10)

We observe that from the definition of a segregation (4.6), $\mathcal{H}$ satisfies the following:

\[
z \in \mathcal{W} \Rightarrow M(z) \in \mathcal{H}
\]

(4.11)

and it is clear that $V$ defined in this manner will satisfy (4.8). The motivation for this seemingly extraneous construction of $V$ is that $\mathcal{H}$ depends only on the segregation $M(\cdot)$, and is decoupled from $\mathcal{W}$, making it easy to specify in practice. In particular, for the example presented in Section 4.2, $\mathcal{H}$ can be represented by:

\[
\mathcal{H} = \{\zeta \in \mathbb{R}^3 : \zeta_1 \leq -1, -1 \leq \zeta_2 \leq 1, \zeta_3 \geq 1\}
\]

Using a similar argument, we define $\hat{V}$ by the same set $\mathcal{H}$ as

\[
\hat{\mathcal{V}} = \{\hat{\zeta} \in \mathcal{H} : \hat{\mathbf{F}}\hat{\zeta} + g \in \hat{\mathcal{W}}\}
\]

(4.12)

4.6 Approximating Problem (4.7)

After constructing $V$ and $\hat{V}$, we now discuss how we can approximate Problem (4.7). For convenience, we define the collection of index sets for each $k \in [K]$ as

\[
\Phi_k = \{j \in [NE] : \exists i \in I_k : (i-1) \equiv (j-1) \text{ mod } N\}
\]

(4.13)
We then define the tractable SLDR approximation to Problem (4.7) as the following:

\[
Z_{\text{SLDR}} = \min_{x, \{r^{0,k}, R^k\}_{k=1}^K} c^d' x + \sum_{k=1}^K d^{0,k'} r^{0,k} + \sup_{\hat{\zeta} \in \hat{V}} \left( \sum_{k=1}^K d^{0,k'} R^k \hat{\zeta} \right)
\]

subject to

\[
c^l' x + \sum_{k=1}^K d^{l,k'} r^{0,k} + \sup_{\hat{\zeta} \in \hat{V}} \left( \sum_{k=1}^K d^{l,k'} R^k \hat{\zeta} \right) \leq b_l \quad \forall l \in [M]
\]

\[
T^0 x + \sum_{k=1}^K U^k r^{0,k} = \nu^0
\]

\[
T^j x + \sum_{k=1}^K U^k R^k e^j = \nu^j \quad \forall j \in [N_E]
\]

\[
y^k \leq r^{0,k} + R^k \zeta \leq \overline{y}^k \quad \forall k \in [K]
\]

\[
R^k e^j = 0 \quad \forall j \notin \Phi_k, \forall k \in [K]
\]

\[
x \geq 0
\]

where the transformed model data is defined as:

\[
\nu^0 = v^0 + \sum_{i=1}^N g_i v^i \quad T^0 = T^0 + \sum_{i=1}^N g_i T^i
\]

\[
\nu^j = \sum_{i=1}^N F_{ij} v^i \quad T^j = \sum_{i=1}^N F_{ij} T^i \quad \forall j \in [N_E]
\]

The following proposition relates the objectives under the exact (intractable) SLDR, the approximate SLDR, and the LDR models of recourse:

**Proposition 3** The following inequality holds:

\[ Z_{\text{SLDR}}^* \leq Z_{\text{SLDR}} \leq Z_{\text{LDR}} \]

**Proof:** Please see Appendix A.3.

**Remark 1:** Proposition 3 shows that irrespective of how crudely \((V, \hat{V})\) approximates \((\nu^*, \hat{\nu}^*)\), using the approximate SLDR will nonetheless not be worse than using the original LDR. Furthermore, using the SLDR retains the linear structure of the problem. Specifically, if \(V\) and \(\hat{V}\) are polyhedral, the SLDR approximation (Problem (4.14)) reduces to a linear program.

**Remark 2:** A key difference in the SLDR which we describe here and the SLDR of Chen et. al. [15] is that they assume precise knowledge of the mean and covariance of the segregated uncertainty vector. In our tractable SLDR model, we only exploit the support information of the segregated uncertainty vector, which is captured by the set \(\mathcal{H}\). Our SLDR however, does include their model as a special case, since, if we did have knowledge of the segregated moments, we can simply reformulate the problem, expressing what they term as the segregated uncertainty vector as our primitive uncertainty vector.
4.7 Interpreting the SLDR Approximation (4.14)

We notice that the structure of the SLDR approximation (4.14) above closely resembles the form of the LDR approximation (4.2). Indeed, we can interpret the SLDR as a linear approximation of the following uncertain optimization problem, defined over a different uncertainty vector $\tilde{\zeta}$:

\[
Z_{\text{GEN,2}}^* = \min_{x, \{r^k(\cdot)\}_{k=1}^K} c^0 x + \sup_{P \in \mathcal{P}} \mathbb{E}_P \left( \sum_{k=1}^K d^{i,k} r^k(\tilde{\zeta}) \right)
\]

\[
\text{s.t.} \quad c' x + \sup_{P \in \mathcal{P}} \mathbb{E}_P \left( \sum_{k=1}^K d^{i,k} r^k(\tilde{\zeta}) \right) \leq b_i \quad \forall i \in [M]
\]

\[
T(\tilde{\zeta}) x + \sum_{k=1}^K U^k r^k(\tilde{\zeta}) = \nu(\tilde{\zeta})
\]

\[
y^k \leq r^k(\tilde{\zeta}) \leq y^k \quad \forall k \in [K]
\]

\[
x \geq 0
\]

\[
r^k \in \mathcal{Y}(m_k, N_E, \Phi_k) \quad \forall k \in [K]
\]

where

\[
T(\tilde{\zeta}) = T^0 + \sum_{j=1}^N \tilde{\zeta}^j T^j, \quad \nu(\tilde{\zeta}) = \nu^0 + \sum_{j=1}^N \tilde{\zeta}^j \nu^j
\]

After approximating $\mathcal{Y}(m_k, N_E, \Phi_k)$ with $\mathcal{L}(m_k, N_E, \Phi_k)$, and following the same steps as the LDR approximation (see Appendix A.1), (4.16) will reduce to (4.14). When we interpret (4.14) as an LDR approximation of Problem (4.16) above, the approximate sets $\mathcal{V}$ and $\hat{\mathcal{V}}$ should therefore be respectively interpreted as the support and mean support of the new uncertainty vector $\tilde{\zeta}$. Furthermore, the collection of index sets $\{\Phi_k\}_{k=1}^K$, which was somewhat arbitrarily defined before, now has the natural interpretation as the information index sets of the new decision rules, $r^k(\cdot)$.

4.8 Example: Specifying Distributional Properties for Segregated Uncertainties

We provide a concrete example of how various distributional properties can be specified for segregated uncertainties to illustrate how segregations might work in practice. Consider a primitive uncertainty vector $\tilde{z} \in \mathbb{R}^4$, where only $\tilde{z}_2$ and $\tilde{z}_3$ are stochastically independent. The support $\mathcal{W}$, mean support $\hat{\mathcal{W}}$, and covariance matrix $\Sigma$ of the primitive uncertainty vector $\tilde{z}$ can be specified directly. Furthermore, we wish to segregate each component of $\tilde{z}$ into three regions, $(-\infty, -1]$, $[-1, 1]$, and $[1, \infty)$ as in the earlier example of Section 4.2. This results in a segregated uncertainty vector $\tilde{\zeta} \in \mathbb{R}^{12}$, which obeys the relation $\tilde{z} = F \tilde{\zeta} + g$ for parameters $F \in \mathbb{R}^{4 \times 12}$, $g \in \mathbb{R}^4$, where

\[
F = \begin{bmatrix} I & I & I \end{bmatrix} \quad \text{and} \quad g = 0
\]

and $I$ represents the 4-by-4 identity matrix. Based on the segregation, we can choose $\mathcal{H}$ as

\[
\mathcal{H} = \left\{ \zeta \in \mathbb{R}^{12} : \begin{array}{ll}
\zeta_i \leq -1 & \text{if } i = 1, 2, 3, 4 \\
-1 \leq \zeta_i \leq 1 & \text{if } i = 5, 6, 7, 8 \\
\zeta_i \geq 1 & \text{if } i = 9, 10, 11, 12
\end{array} \right\}
\]
Finally, we notice that expressing \( \tilde{z}_\sigma = F_\sigma \tilde{\zeta} + g_\sigma \), where
\[
F_\sigma = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} F \quad \text{and} \quad g_\sigma = 0
\]
we can construct an uncertainty vector \( \tilde{z}_\sigma \) with independent components. We can therefore specify the directional deviations \( (\sigma_f, \sigma_b) \) of \( \tilde{z}_\sigma \).

5 Distributionally Ambiguous Bounds for \( E_\mathbb{P} ( (\cdot)^+ ) \)

When we specify partial distributional information of the model uncertainties, we effectively characterize a family of distributions \( \mathbb{F} \), which contains the true uncertainties distribution \( \mathbb{P} \). In this section, we discuss how we may evaluate the supremum of the expected positive part of an SLDR, i.e.
\[
\sup_{P \in \mathbb{F}} E_\mathbb{P} \left( \left( r(\tilde{\zeta}) \right)^+ \right)
\]
when the uncertainty distribution \( \mathbb{P} \) is known to lie within some family \( \mathbb{F} \), characterized by partial distributional properties as laid out in the Model of Uncertainty in Section 3. This is in anticipation of our discussion of deflected linear decision rules (DLDRs) in Section 6 which follows, where we will use these bounds. We will show how each pair of distributional properties:

- Mean and (segregated) Support
- Mean and Covariance
- Mean and Directional Deviation

establishes a distinct bound, and we conclude this section by showing how to combine these separate bounds, when we have access to a combination of distributional information from these three categories.

We show that each bound can be constructed by solving a deterministic optimization problem and we adopt the standard convention in convex programming that an infeasible minimization (maximization) problem has an optimal value of \( +\infty \) \((-\infty)\). Also, we will only present results for \( E_\mathbb{P} ( (\cdot)^+ ) \), since the results for the negative case can be easily derived by applying the identity \( x^- = (-x)^+ \). For generality, we will discuss the bound of \( E_\mathbb{P} \left( \left( r^0 + r^' \tilde{\zeta} \right)^+ \right) \), applied to the segregated LDR as defined in Section 4, since bounding the expectation of the positive part of a standard LDR, i.e. \( E_\mathbb{P} \left( \left( y^0 + y^' \tilde{z} \right)^+ \right) \) can be derived as a special case when \( M(z) = z \).

5.1 Mean and Support Information

**Theorem 1** Let \( \mathbb{F}_1 \) be the family of all distributions \( \mathbb{P} \) such that the random variable \( \tilde{\zeta} \) has support \( \mathcal{V} \), and its mean, \( \tilde{\zeta} \) has support \( \hat{\mathcal{V}} \), i.e.
\[
\mathbb{F}_1 = \left\{ \mathbb{P} : \tilde{\zeta} = E_\mathbb{P} (\tilde{\zeta}) \in \hat{\mathcal{V}}, \mathbb{P}(\tilde{\zeta} \in \mathcal{V}) = 1 \right\}
\]
Then $\pi^1(r^0, r)$ is a tight upper bound for $E_P \left( \left( r^0 + r' \tilde{\zeta} \right)^+ \right)$ over all distributions $P \in F_1$, i.e.

$$
\sup_{P \in F_1} E_P \left( \left( r^0 + r' \tilde{\zeta} \right)^+ \right) = \pi^1(r^0, r)
$$

where

$$
\pi^1(r^0, r) \equiv \inf_{s \in \mathbb{R}^N_E} \left( \sup_{\zeta \in V} \{ s' \tilde{\zeta} \} + \sup_{\zeta \in V} \{ \max \{ r^0 + r' \zeta - s' \zeta, -s' \zeta \} \} \right) \quad (5.1)
$$

**Proof**: Please see Appendix B.1.

**Remark**: We notice that for given $(r^0, r)$,

$$
r^0 + r \zeta \geq 0, \ \forall \zeta \in \mathcal{V} \Rightarrow \sup_{P \in F_1} E_P \left( \left( r^0 + r' \tilde{\zeta} \right)^+ \right) = r^0 + \sup_{\zeta \in \mathcal{V}} r' \tilde{\zeta}
$$

which is attained by $\pi^1(r^0, r)$ by choosing $s = r$. Also,

$$
r^0 + r \zeta \leq 0, \ \forall \zeta \in \mathcal{V} \Rightarrow \sup_{P \in F_1} E_P \left( \left( r^0 + r' \tilde{\zeta} \right)^+ \right) = 0
$$

which is attained by $\pi^1(r^0, r)$ by choosing $s = 0$.

### 5.2 Mean and Covariance Information

**Theorem 2** Let $F_2$ be the family of all distributions $P$ such that the mean of the segregated uncertainties, $\tilde{\zeta}$, has support $\hat{\mathcal{V}}$, and the primitive uncertainty vector has covariance matrix $\Sigma$, i.e.

$$
F_2 = \left\{ P : \tilde{\zeta} = E_P \left( \tilde{\zeta} \right) \in \mathcal{V}, E_P \left( F \left( \tilde{\zeta} - \hat{\zeta} \right) \left( \tilde{\zeta} - \hat{\zeta} \right)' F' \right) = \Sigma \right\}
$$

Then $\pi^2(r^0, r)$ is a tight upper bound for $E_P \left( \left( r^0 + r' \tilde{\zeta} \right)^+ \right)$ over all distributions $P \in F_2$, i.e.

$$
\sup_{P \in F_2} E_P \left( \left( r^0 + r' \tilde{\zeta} \right)^+ \right) = \pi^2(r^0, r)
$$

where

$$
\pi^2(r^0, r) \equiv \inf_{y \in \{ y : F' y = r \}} \left\{ \sup_{\tilde{\zeta} \in \mathcal{V}} \left\{ \frac{1}{2} \left( r^0 + r' \tilde{\zeta} \right) + \frac{1}{2} \sqrt{\left( r^0 + r' \tilde{\zeta} \right)^2 + y' \Sigma y} \right\} \right\} \quad (5.2)
$$

**Proof**: Please see Appendix B.2.

**Remark**: We observe that the function $f(u) = \frac{1}{2} u + \frac{1}{2} \sqrt{u^2 + y' \Sigma y}$ is everywhere non-decreasing in $u$, which allows us to express $\pi^2(r^0, r)$ as the following tractable conic optimization problem:

$$
\pi^2(r^0, r) = \inf_{u, y} \left\{ \frac{1}{2} u + \frac{1}{2} \sqrt{u^2 + y' \Sigma y} \middle| r^0 + \sup_{\tilde{\zeta} \in \mathcal{V}} r' \tilde{\zeta} \leq u \right\} \quad (5.3)
$$
5.3 Mean and Directional Deviation Information

**Theorem 3** Let $F_3$ be the family of all distributions $P$ such that the mean of the segregated uncertainties, $\hat{\zeta}$ has support $\hat{V}$, and the projected uncertainty vector $\tilde{z}_\sigma = F_\sigma \hat{\zeta} + g_\sigma$ has independent components with directional deviations bounded above by $\sigma_f$ and $\sigma_b$, for known parameters $(F_\sigma, g_\sigma)$, i.e.

$$F_3 = \{ P : \hat{\zeta} = E_P (\tilde{\zeta}) \in \hat{V}, \sigma_f P (\tilde{\zeta}) \leq \sigma_f, \sigma_b P (\tilde{\zeta}) \leq \sigma_b \}$$

Then $\pi^3 (r^0, r)$ is an upper bound for $E_P \left( (r^0 + r' \tilde{\zeta})^+ \right)$ over all distributions $P \in F_3$, i.e.

$$\sup_{P \in F_3} E_P \left( (r^0 + r' \tilde{\zeta})^+ \right) \leq \pi^3 (r^0, r)$$

where

$$\pi^3 (r^0, r) \triangleq \inf_{\substack{s^0, s, x^0, x \\ F_s, x = r}} \left\{ (r^0 - s^0 - s' g_\sigma) + \sup_{\tilde{\zeta} \in \hat{V}} (r' - s' F_\sigma) \hat{\zeta} \right\}$$

and

$$\psi(x^0, x) = \inf_{\lambda > 0} \left\{ \frac{\lambda}{e} \exp \left( \frac{1}{\lambda} \sup_{\tilde{\zeta} \in W_\sigma} \{ x^0 + x' \tilde{\zeta} \} \right) + \frac{\| u \|^2}{2 \lambda^2} \right\}$$

and $u_j = \max \{ x_j \sigma_f, -x_j \sigma_b \}$.

**Remark:** We notice that from the Model of Uncertainty in Section 3, we specify the linear transform parameter $H_\sigma$ mapping the primitive uncertainty vector $\tilde{z}$ to $\tilde{z}_\sigma$, instead of specifying the affine transform parameters mapping the segregated uncertainty vector $\hat{\zeta}$ to $\tilde{z}_\sigma$ directly. Nevertheless, $(F_\sigma, g_\sigma)$ is obtained as:

$$F_\sigma = H_\sigma F$$

$$g_\sigma = H_\sigma g$$

**Proof:** Please see Appendix B.3.

5.4 Unified Bounds

Each of the above functions separately bound $E_P \left( (r^0 + r' \tilde{\zeta})^+ \right)$ from above for $P$ belonging to a given family of distributions $F \in \{ F_1, F_2, F_3 \}$. We now consider whether we are able to construct a better bound if we know that the actual distribution $P$ lies in the intersection of these families. This can be done via a well-known technique in convex analysis known as infimal convolution (see Chen and Sim [13]). Due to its importance in our discussion, we reproduce it here in the following theorem:

**Theorem 4** Let $S \subseteq \{1, 2, 3\}$ be an index set of the bounds to be combined. Then the bound $\pi (r^0, r)$, defined as

$$\pi (r^0, r) = \min_{s \in S} \sum_{s \in S} \pi^s (r^{0, s}, r^s)$$

s.t.

$$r^0 = \sum_{s \in S} r^{0, s}$$

$$r = \sum_{s \in S} r^s$$ (5.5)
is a better bound for \( \sup_{P \in \mathcal{F}} \mathbb{E}_P \left( (r^0 + r' \tilde{\zeta})^+ \right) \) than \( \pi^* (r^0, r) \), \( \forall s \in S \), where \( \mathcal{F} = \bigcap_{s \in S} \mathcal{F}_s \), such that

\[
\sup_{P \in \mathcal{F}} \mathbb{E}_P \left( (r^0 + r' \tilde{\zeta})^+ \right) \leq \pi (r^0, r) \leq \pi^* (r^0, r) \quad \forall s \in S
\]

(5.6)

**Proof:** Please see Appendix B.4.

**Remark:** On the theoretical front, we notice that the unified bound \( \pi (r^0, r) \) has the mathematically desirable properties of convexity and positive homogeneity. From a practical perspective, \( \pi (r^0, r) \) is able to selectively synthesize disparate pieces of information about the distribution of primitive uncertainties, and present a combined bound which takes into account all pieces of information.

6 Deflected Linear Decision Rules

We earlier showed that SLDRs improve over LDRs, while retaining a linear model of recourse. In this section, we discuss how we may exploit the structure of the model constraints to provide additional flexibility to the SLDRs. We base our discussion on the work by Chen et al. [15], who introduced a flexible extension of the basic linear decision rule which they termed the deflected linear decision rule (DLDR).

In this section, we will introduce a new decision rule, which we term the bi-deflected linear decision rule (BDLDR), which generalizes the original DLDR of Chen et al. [15], and we will show how the BDLDR can be used in modeling Problem (2.4). Although the original DLDR has been shown to be more flexible in comparison to LDRs, we will present an example in Section 6.1.1 where the DLDR can be further improved upon by an alternate piecewise-linear decision rule, which suggests that there is room for further improvement. In addition, the original DLDR of Chen et al. [15] does not explicitly handle expectation constraints or non-anticipativity requirements. We seek to address these limitations in the BDLDR which we present here.

Since the basic LDR can be obtained from the SLDR by choosing \( M(z) = z \), our results in this section also hold if we choose to omit constructing the SLDR as an intermediate step. However, we choose to present the techniques in this section as an additional layer of improvement over the SLDR for greater generality.

6.1 DLDR of Chen et. al. [15]

We review the two-stage optimization problem as in [15] under linear recourse, with non-negative constraints for a subset \( J \subseteq [m] \) of indices as follows:

\[
\begin{align*}
\min_{\mathbf{x}, \mathbf{r} (\cdot)} & \quad c' \mathbf{x} + \sup_{P \in \mathcal{F}} \mathbb{E}_P \left( d' \mathbf{r} (\tilde{\zeta}) \right) \\
\text{s.t.} & \quad \mathbf{T} (\tilde{\zeta}) \mathbf{x} + \mathbf{U} \mathbf{r} (\tilde{\zeta}) = \mathbf{v} (\tilde{\zeta}) \\
& \quad r_j (\tilde{\zeta}) \geq 0 \\
& \quad \forall j \in J \\
& \quad \mathbf{r} \in \mathcal{L} (m, N_E, \Phi)
\end{align*}
\]

(6.1)
We consider a series of sub-problems for each \( i \in J \):

\[
\begin{align*}
\min_P & \quad d' p \\
\text{s.t.} & \quad U p = 0 \\
& \quad p_i = 1 \\
& \quad p_j \geq 0 \quad \forall j \in J
\end{align*}
\]

(6.2)

Denoting by \( J^0 \subseteq J \) the set of indices where the problem (6.2) has a feasible solution, and by \( \bar{p}_i \), the optimal solution to the sub-problem (6.2) for each \( i \in J^0 \), the DLDR is then defined from the SLDR, by the following relation

\[
\hat{f}_D(\tilde{\zeta}) \triangleq r(\tilde{\zeta}) + \sum_{i \in J^0} \left( r_i(\tilde{\zeta}) \right)^- \bar{p}_i
\]

(6.3)

where the SLDR satisfies:

\[
\begin{align*}
T(\tilde{\zeta})x + U r(\tilde{\zeta}) &= \nu(\tilde{\zeta}) \\
r_j(\tilde{\zeta}) &\geq 0 \quad \forall j \in J \setminus J^0 \\
r &\in \mathcal{L}(m, N_E, \Phi)
\end{align*}
\]

(6.4)

Problem (6.1) under the DLDR can be approximated by

\[
\begin{align*}
\min_{x, r, R} & \quad c' x + \sup_{\tilde{\zeta} \in \mathcal{V}} \left( d' r(\tilde{\zeta}) \right) + \sum_{i \in J^0} \sup_{\tilde{\zeta} \in \mathcal{V}} \left( r_i(\tilde{\zeta}) \right)^- d' \bar{p}_i \\
\text{s.t.} & \quad T(\tilde{\zeta})x + U r(\tilde{\zeta}) = \nu(\tilde{\zeta}) \\
& \quad r_j(\tilde{\zeta}) \geq 0 \\
& \quad r \in \mathcal{L}(m, N_E, \Phi)
\end{align*}
\]

\( \forall j \in J \setminus J^0 \)

Where we define the reduced index set as \( J^0_R = \{ i \in J^0 : d' \bar{p}_i > 0 \} \) to avoid non-convexity in the objective. The objective is bounded from above by summing over only indices in \( J^0_R \), since the respective summation terms for \( i \notin J^0_R \) are non-positive. We notice that the objective involves summing over terms of the form \( \sup_{\tilde{\zeta} \in \mathcal{V}} \left( \cdot \right)^- \), which we can bound from above using the unified bound \( \pi(\cdot) \) in Section 5.

The two-stage DLDR model can therefore be expressed explicitly as:

\[
Z_{DLDR} = \min_{x, r^0, R} \quad c' x + d' r^0 + \sup_{\tilde{\zeta} \in \mathcal{V}} \left\{ d' R \tilde{\zeta} \right\} + \sum_{i \in J^0_R} \pi \left( -r_i^0, -R e_i \right) d' \bar{p}_i \\
\text{s.t.} & \quad T^0 x + U r^0 = \nu^0 \\
& \quad T^j x + U R e_j = \nu^j \quad \forall j \in [N_E] \\
& \quad r_j^0 + e^j R \zeta \geq 0 \quad \forall \zeta \in \mathcal{V} \\
& \quad \forall j \in J \setminus J^0
\]

(6.5)

6.1.1 Example: Limitation of DLDR and LDR

We will now consider an example of the two-stage problem (6.1), which will illustrate the limitation of the DLDR and motivate our subsequent exposition. For simplicity, we will discuss applying the DLDR to the LDR instead of the SLDR (i.e. using \( M(z) = z \)). We consider the family \( \mathcal{F} \) of scalar \( (N = 1) \) uncertainty distributions with infinite support \( (\mathcal{W} = \mathbb{R}) \), zero mean \( \left( \hat{\mathcal{W}} = \{0\} \right) \), and unit variance...
We consider the following uncertain optimization problem with scalar recourse variables $y(\tilde{z}), u(\tilde{z}),$ and $v(\tilde{z})$:

$$\min_{y(\cdot), u(\cdot), v(\cdot)} \sup_{p \in \mathcal{P}} \mathbb{E}_p \left( u(\tilde{z}) + v(\tilde{z}) \right)$$

subject to:

$$y(\tilde{z}) - v(\tilde{z}) = y(\tilde{z}) - \tilde{z}$$

$$0 \leq y(\tilde{z}) \leq 1$$

$$u(\tilde{z}), v(\tilde{z}) \geq 0$$

$$y, u, v \in \mathcal{Y}(1, 1, \{1\})$$

(6.6)

Using LDRs as our model of recourse, (i.e. using $L$ to approximate $\mathcal{Y}$), we note that Problem (6.6) is infeasible (i.e. $Z_{LDR} = +\infty$), since the inequalities over the infinite support of $\tilde{z}$ cannot simultaneously fulfill the equality constraint. Now suppose we attempt to apply the DLDR to improve the solution, solving sub-problem (6.2) leads to the piecewise-linear decision rules:

$$\hat{u}_D(z) = (u_0^0 + uz)^+ + (v_0^0 + vz)^-$$

$$\hat{v}_D(z) = (v_0^0 + vz)^+ + (u_0^0 + uz)^-$$

$$\hat{y}(z) = y_0^0 + yz$$

Applying these decision rules, we obtain the following reformulation,

$$\min_{y_0^0, y, u_0^0, u, v_0^0, v} \sup_{p \in \mathcal{P}} \mathbb{E}_p \left( |u_0^0 + u\tilde{z}| + |v_0^0 + v\tilde{z}| \right)$$

subject to:

$$u_0^0 - v_0^0 = y_0^0$$

$$u - v = y - 1$$

$$0 \leq y_0^0 + yz \leq 1$$

$$\forall \tilde{z} \in \mathbb{R}$$

(6.7)

After applying the bounds in Section 5, and noticing that the last inequality over all of $\mathbb{R}$ implies $y = 0$, we get the final deterministic formulation which determines $Z_{DLDR}$,

$$Z_{DLDR} = \min_{u_0^0, u, v_0^0, v} \left\| \begin{pmatrix} u_0^0 \\ u \end{pmatrix} \right\|_2 + \left\| \begin{pmatrix} v_0^0 \\ v \end{pmatrix} \right\|_2$$

subject to:

$$u - v = -1$$

$$0 \leq u_0^0 - v_0^0 \leq 1$$

(6.8)

Solving, we get $Z_{DLDR} = 1$, which is a significant improvement over the LDR solution. We notice that even after applying the DLDR, the decision rule $y(\cdot)$ remains as an LDR, and we would like to investigate whether we can further improve on this. Now, suppose we consider the following hypothetical piecewise-linear decision rule:

$$\hat{u}(z) = (u_0^0 + uz)^+ + (v_0^0 + vz)^- + (y_0^0 + yz)^-$$

$$\hat{v}(z) = (v_0^0 + vz)^+ + (u_0^0 + uz)^- + (y_0^0 - 1 + yz)^+$$

$$\hat{y}(z) = (y_0^0 + yz)^+ - (y_0^0 - 1 + yz)^+$$

We notice that under these decision rules, Problem (6.6), after applying the bounds, can be reduced to

$$Z_0 = \min_{y_0^0, y, u_0^0, u, v_0^0, v} \left\| \begin{pmatrix} u_0^0 \\ u \end{pmatrix} \right\|_2 + \left\| \begin{pmatrix} v_0^0 \\ v \end{pmatrix} \right\|_2 + \frac{1}{2} \left\| \begin{pmatrix} y_0^0 \\ y \end{pmatrix} \right\|_2 + \frac{1}{2} \left\| \begin{pmatrix} y_0^0 - 1 \\ y \end{pmatrix} \right\|_2 - \frac{1}{2}$$

(6.8)
Solving the problem above, the optimal value is given by \( Z_0 = \frac{1}{\sqrt{2}} < Z_{DLDR} \), a further improvement over the DLDR. We therefore seek a decision rule that would encompass our hypothetical piecewise-linear model of recourse.

### 6.2 Two-stage Bi-Deflected Linear Decision Rule

In this subsection, we will first introduce the BDLDR for a two-stage problem, and later generalize it to a non-anticipative BDLDR (including the multi-stage as a special case) in the following subsection.

We consider a two-stage problem similar to (6.1), as follows:

\[
\begin{align*}
\min_{x, r(\cdot)} & \quad c'x + \sup_{P \in \mathcal{F}} E_P \left( d' r(\tilde{\zeta}) \right) \\
\text{s.t.} & \quad \mathcal{T}(\tilde{\zeta})x + U r(\tilde{\zeta}) = \nu(\tilde{\zeta}) \\
& \quad y \leq r(\tilde{\zeta}) \leq y \\
& \quad r \in \mathcal{L}(m, N_E, \Phi)
\end{align*}
\] (6.9)

Notice that for a two-stage problem we should have \( \Phi = [N_E] \). Similar to the definition (2.6) of non-infinite bounds in our general model, we denote the index sets of non-infinite bounds in our two-stage model:

\[
\begin{align*}
\mathcal{J} &= \left\{ i \in [m] : y_i > -\infty \right\} \\
\overline{\mathcal{J}} &= \left\{ i \in [m] : \overline{y}_i < +\infty \right\}
\end{align*}
\] (6.10)

Notice that if we were to choose

\[
\begin{align*}
y_j &= \begin{cases} 
0 & \forall j \in \mathcal{J} \\
-\infty & \forall j \in [m] \setminus \mathcal{J}
\end{cases} \\
\overline{y}_j &= +\infty & \forall j \in [m]
\end{align*}
\] (6.11)

we obtain model (6.1) exactly. To construct the BDLDR, we consider the following pairs of optimization problems. Firstly, for each \( i \in \mathcal{J} \),

\[
\begin{align*}
\min_p & \quad d' p \\
\text{s.t.} & \quad U p = 0 \\
& \quad p_i = 1 \\
& \quad p_j \geq 0 & \forall j \in \mathcal{J} \\
& \quad p_j \leq 0 & \forall j \in \overline{\mathcal{J}} \setminus \{i\}
\end{align*}
\] (6.12)

Notice that for \( j \in (\mathcal{J} \cap \overline{\mathcal{J}}) \setminus \{i\} \), the constraints imply that \( p_j = 0 \). Similarly, for \( i \in \overline{\mathcal{J}} \),

\[
\begin{align*}
\min_q & \quad d' q \\
\text{s.t.} & \quad U q = 0 \\
& \quad q_i = -1 \\
& \quad q_j \leq 0 & \forall j \in \overline{\mathcal{J}} \\
& \quad q_j \geq 0 & \forall j \in \mathcal{J} \setminus \{i\}
\end{align*}
\] (6.13)
By defining $J^o \subseteq J$ as the index set of $i$ such that problem (6.12) is feasible, $\bar{J}^o \subseteq \bar{J}$ as the index set of $i$ such that problem (6.13) is feasible, and $\bar{p}_i, \bar{q}_i$ as the respective optimal solutions for each $i$ in $J^o$ and $\bar{J}^o$ respectively, we consider an SLDR satisfying

$$T(\tilde{\zeta})x + Ur(\tilde{\zeta}) = \nu(\tilde{\zeta})$$

$$r_j(\tilde{\zeta}) \geq \underline{y}_j \quad \forall j \in J \setminus J^o$$

$$r_j(\tilde{\zeta}) \leq \bar{y}_j \quad \forall j \in \bar{J} \setminus \bar{J}^o$$

(6.14)

The associated BDLDR is then defined from the SLDR by:

$$\hat{r}(\tilde{\zeta}) \triangleq r(\tilde{\zeta}) + \sum_{i \in J^o} \left( r_i(\tilde{\zeta}) - \underline{y}_i \right)^- \bar{p}_i + \sum_{i \in \bar{J}^o} \left( r_i(\tilde{\zeta}) - \bar{y}_i \right)^+ \bar{q}_i$$

(6.15)

Some properties of the BDLDR are stated in Proposition 4 which follows.

**Proposition 4** The Bi-Deflected Linear Decision Rule, $\hat{r}(\tilde{\zeta})$, satisfies the following properties

1. $Ur(\tilde{\zeta}) = Ur(\tilde{\zeta})$

2. $\underline{y} \leq \hat{r}(\tilde{\zeta}) \leq \bar{y}$

**Proof:** Please see Appendix C.2.

This implies that as long as we have an SLDR that satisfies (6.14), we can find a feasible BDLDR. Under the BDLDR, problem (6.9) becomes:

$$\min_{x,r(\cdot)} c'x + \sup_{P \in \mathcal{F}} \mathbb{E}_P \left[ \left( d'p(\tilde{\zeta}) + \sum_{i \in J^o} \left( r_i(\tilde{\zeta}) - \underline{y}_i \right)^- \bar{p}_i + \sum_{i \in \bar{J}^o} \left( r_i(\tilde{\zeta}) - \bar{y}_i \right)^+ \bar{q}_i \right) \right]$$

$$\text{s.t.}$$

$$T(\tilde{\zeta})x + Ur(\tilde{\zeta}) = \nu(\tilde{\zeta})$$

$$r_j(\tilde{\zeta}) \geq \underline{y}_j \quad \forall j \in J \setminus J^o$$

$$r_j(\tilde{\zeta}) \leq \bar{y}_j \quad \forall j \in \bar{J} \setminus \bar{J}^o$$

$$r \in \mathcal{L}(m,N_E,\Phi)$$

(6.16)

When $d'\bar{p}_i$ or $d'\bar{q}_i$ is negative, the objective becomes non-convex. Thus, we consider an approximation of Problem (6.16) from above, by defining the reduced index sets:

$$J^o_R \triangleq \{ i \in J^o : d'\bar{p}_i > 0 \}$$

$$\bar{J}^o_R \triangleq \{ i \in \bar{J}^o : d'\bar{q}_i > 0 \}$$

(6.17)
We then use the convexity of the supremum to obtain the formulation of the BDLDR problem:

\[
Z_{\text{BDLDR}}^* = \min_{x, r(\cdot)} c'x + \sup_{P \in \mathcal{F}} E_P \left( d' r(\tilde{\zeta}) \right) + \sum_{i \in \mathcal{I}} \sup_{P \in \mathcal{F}} \left( \left( r_i(\tilde{\zeta}) - \underline{y}_i \right)^+ \right) d' \bar{p}_i + \sum_{i \in \mathcal{J}} \sup_{P \in \mathcal{F}} \left( \left( r_i(\tilde{\zeta}) - \overline{y}_i \right)^- \right) d' \bar{q}_i
\]

subject to:

\[
\mathcal{T}(\tilde{\zeta}) x + U r(\tilde{\zeta}) = \nu(\tilde{\zeta})
\]

\[
r_j(\tilde{\zeta}) \geq y_j \quad \forall j \in \mathcal{J} \setminus \mathcal{J}^o
\]

\[
r_j(\tilde{\zeta}) \leq \overline{y}_j \quad \forall j \in \mathcal{J} \setminus \mathcal{J}^o
\]

Using the bounds developed in Section 5 to approximate \( \sup_{P \in \mathcal{F}} (\cdot)^\pm \), we obtain the explicit final form of the BDLDR model:

\[
Z_{\text{BDLDR}} = \min_{x, r^0, R} c'x + d'r^0 + \sup_{\tilde{\zeta} \in \tilde{\mathcal{V}}} \left\{ d' R \tilde{\zeta} \right\} + \sum_{i \in \mathcal{I}} \pi \left( -r^0_i + \underline{y}_i, -R^i e^i \right) d' \bar{p}_i + \sum_{i \in \mathcal{J}} \pi \left( r^0_i - \overline{y}_i, R^i e^i \right) d' \bar{q}_i
\]

subject to:

\[
\mathcal{T}^0 x + U r^0 = \nu^0
\]

\[
T^j x + U R e^j = \nu^j \quad \forall j \in [N_E]
\]

\[
r^0_j + e^j R \zeta \geq \underline{y}_j \quad \forall \zeta \in \mathcal{V} \forall j \in \mathcal{J} \setminus \mathcal{J}^o
\]

\[
r^0_j + e^j R \zeta \leq \overline{y}_j \quad \forall \zeta \in \mathcal{V} \forall j \in \mathcal{J} \setminus \mathcal{J}^o
\]

### 6.3 Comparison of BDLDR with DLDR and LDR

In this subsection, we will proceed to show that the BDLDR improves upon the DLDR and SLDR for Problem (6.9). Without loss of generality, we can consider a simplified version of the problem, such that the lower recourse constraint has the structure:

\[
y_j = 0 \quad \forall j \in \mathcal{J}
\]

since we can simply apply a change of variables if the above was not true. For reference, we begin by writing Problem (6.9) under the SLDR explicitly as:

\[
Z_{\text{SLDR}} = \min_{x, r^0, R} c'x + d'r^0 + \sup_{\tilde{\zeta} \in \tilde{\mathcal{V}}} \left\{ d' R \tilde{\zeta} \right\}
\]

subject to:

\[
\mathcal{T}^0 x + U r^0 = \nu^0
\]

\[
T^j x + U R e^j = \nu^j \quad \forall j \in [N_E]
\]

\[
r^0_j + e^j R \zeta \geq \underline{y}_j \quad \forall \zeta \in \mathcal{V} \forall j \in \mathcal{J}
\]

\[
r^0_j + e^j R \zeta \leq \overline{y}_j \quad \forall \zeta \in \mathcal{V} \forall j \in \mathcal{J}
\]
Next, we consider the DLDR. In order to apply the DLDR we need to introduce slack linear recourse variables $s_j(\tilde{\zeta})$, $\forall j \in \mathcal{J}$ to convert (6.9) into the form of (6.1). The constraint set becomes:

$$
\mathcal{T}(\tilde{\zeta})x + U r(\tilde{\zeta}) = \nu(\tilde{\zeta})
$$

$$
r_j(\tilde{\zeta}) + s_j(\tilde{\zeta}) = \bar{y}_j \quad \forall j \in \mathcal{J}
$$

$$
r_j(\tilde{\zeta}) \geq 0 \quad \forall j \in \mathcal{J}
$$

$$
s_j(\tilde{\zeta}) \geq 0 \quad \forall j \in \mathcal{J}
$$

$$
r, s \in \mathcal{L}(m, N_E, \Phi)
$$

Under the DLDR model of recourse, we need to solve the sub-problem (6.2) for each $i \in \mathcal{J}$, which corresponds to the inequalities $r_i(\tilde{\zeta}) \geq 0$. After eliminating the slack variables, the problem takes the form:

$$
\min \quad d'p
$$

s.t.

$$
Up = 0
$$

$$
p_i = 1
$$

$$
p_j \geq 0 \quad \forall j \in \mathcal{J}
$$

$$
p_j \leq 0 \quad \forall j \in \mathcal{J}
$$

Similarly, the inequalities $s_i(\tilde{\zeta}) \geq 0$ requires us to solve the following sub-problem (again after eliminating the slacks) for each $i \in \mathcal{J}$,

$$
\min \quad d'q
$$

s.t.

$$
Uq = 0
$$

$$
q_i = -1
$$

$$
q_j \geq 0 \quad \forall j \in \mathcal{J}
$$

$$
q_j \leq 0 \quad \forall j \in \mathcal{J}
$$

We denote by $\mathcal{J}^\circ_D$ the set of indices $i \in \mathcal{J}$ such that (6.20) has a feasible solution, with corresponding optimal solution $\bar{p}_D^i$, and by $\mathcal{J}^\circ_D$ the set of indices $i \in \mathcal{J}$ such that (6.21) is feasible, with corresponding optimal solution $\bar{q}_D^i$. From the DLDR formulation (6.5), after rearrangement of terms, Problem (6.9) under the DLDR reduces to:

$$
Z_{DLDR} = \min_{x, r^0, \mathcal{R}} \quad c'x + d'r^0 + \sup_{\tilde{\zeta} \in \mathcal{V}} \left\{ d'\mathcal{R}\tilde{\zeta} \right\}
$$

$$
+ \sum_{i \in \mathcal{J}^\circ_D \cap \mathcal{R}} \pi \left( -r^0_i + y_i, -\mathcal{R}e_i \right) d'\bar{p}_D^i + \sum_{i \in \mathcal{J}^\circ_D \cap \mathcal{R}} \pi \left( r^0_i - y_i, \mathcal{R}e_i \right) d'\bar{q}_D^i
$$

s.t.

$$
\mathcal{T}^0_0 x + U r^0 = \nu^0
$$

$$
\mathcal{T}^j_0 x + U \mathcal{R}e^j = \nu^j \quad \forall j \in [N_E]
$$

$$
r^0_j + e^j \mathcal{R} \zeta \geq y_j \quad \forall \zeta \in \mathcal{V} \quad \forall j \in \mathcal{J} \setminus \mathcal{J}_D^0
$$

$$
r^0_j + e^j \mathcal{R} \zeta \leq y_j \quad \forall \zeta \in \mathcal{V} \quad \forall j \in \mathcal{J} \setminus \mathcal{J}_D^0
$$

where we define the reduced index sets:

$$
\mathcal{J}^\circ_{D,R} \triangleq \left\{ i \in \mathcal{J}_D^0 : d'\bar{p}_D^i > 0 \right\}
$$

$$
\mathcal{J}^\circ_{D,R} \triangleq \left\{ i \in \mathcal{J}_D^0 : d'\bar{q}_D^i > 0 \right\}
$$
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We now summarize the result relating the optimal objectives to Problem (6.9) under the SLDR, DLDR, and BDLDR in the following proposition:

**Proposition 5** The optimal objective to Problem (6.9) under the BDLDR, DLDR, and the SLDR, and are related by

\[ Z_{BDLDR} \leq Z_{DLDR} \leq Z_{SLDR} \tag{6.23} \]

**Proof:** Please see Appendix C.3.

**Remark:** The discussion above underscores an important distinction between deterministic linear optimization and robust linear optimization: In the deterministic case, it is trivial to include slack variables to convert the feasible set of a linear program into the standard form \( \{ x : Ax = b, x \geq 0 \} \). The decision to convert or not is typically a result of the trade-off between storage space and solver performance, and would not affect the final optimal solution. However, in the robust case, using the LP “standard form” obscures the information of the set \( \mathcal{J} \), which is in turn required to use the BDLDR. As we have seen, this could potentially deteriorate the optimal solution of the robust linear program.

### 6.4 Non-anticipative Bi-Deflected Linear Decision Rule

In the previous section, we introduced the two-stage BDLDR and showed that it generalizes and improves upon the DLDR and SLDR. We notice that each component of the two-stage BDLDR is a sum of its original underlying SLDR and piecewise-linear functions of other SLDRs, disregarding any information dependencies between the original SLDRs. Using the two-stage BDLDR could therefore violate non-anticipative constraints present in the model, and result in an optimal solution which nonetheless improves upon the SLDR, but would otherwise be practically meaningless. In this section, we will further adapt the BDLDR for the case of non-anticipative recourse. This includes, but is not restricted to, multi-stage models. We will introduce the following notation:

\[
N^+(k) = \{ j \in [K] : \Phi_k \subseteq \Phi_j \} \\
N^-(k) = \{ j \in [K] : \Phi_j \subseteq \Phi_k \} \tag{6.24}
\]

Notice that \( k \in N^\pm(k) \) \( \forall k \in [K] \), guaranteeing that \( N^\pm(k) \) cannot be empty. Furthermore, the following property follows directly from the definitions above:

\[
j \in N^+(k) \iff k \in N^-(j) \tag{6.25}
\]

Now, for each \( k \in [K], \ i \in \mathcal{J}_k \), we consider the polyhedron \( P(i, k) \) defined by the constraints:

\[
\sum_{j \in N^+(k)} U^j P^{i,k,j} = 0 \\
P^{i,k,j}_l \geq 0 \quad \forall l \in \mathcal{J}_j \quad \forall j \in N^+(k) \\
P^{i,k,j}_l \leq 0 \quad \forall l \in \mathcal{J}_j \quad \forall j \in N^+(k) \setminus \{k\} \\
P^{i,k,k}_l \leq 0 \quad \forall l \in \mathcal{J}_k \setminus \{i\} \\
P^{i,k,k}_i = 1 \tag{6.26}
\]
Similarly, for each \( k \in [K], i \in \mathcal{J}_k \), we consider the polyhedron \( Q(i, k) \) defined by the constraints:

\[
\begin{align*}
\sum_{j \in \mathcal{N}^+(k)} U^j q^{i,k,j} &= 0 \\
q_{l}^{i,k,j} &\leq 0 \quad \forall l \in \mathcal{J}_j \quad \forall j \in \mathcal{N}^+(k) \\
q_{l}^{i,k,j} &\geq 0 \quad \forall l \in \mathcal{J}_j \quad \forall j \in \mathcal{N}^+(k) \setminus \{k\} \\
q_i^{i,k,k} &\geq 0 \quad \forall l \in \mathcal{J}_k \setminus \{i\} \\
q_i^{i,k,k} &= -1
\end{align*}
\] (6.27)

For convenience, we collect the indices \( i \) which yield feasible instances of (6.26) and (6.27) in the following index sets \( \forall k \in [K] \):

\[
J^o_k = \{ i \subseteq \mathcal{J}_k : P(i, k) \neq \emptyset \}
\]
\[
\mathcal{J}_k = \{ i \subseteq \mathcal{J}_k : Q(i, k) \neq \emptyset \}
\] (6.28)

Now suppose that we have a set of SLDRs, \( r^k \in \mathcal{L}(m_k, N_E, \Phi_k), \forall k \in [K] \), which satisfies

\[
\begin{align*}
T(\tilde{\zeta}) x + \sum_{k=1}^{K} U^k r^k(\tilde{\zeta}) &= \nu(\tilde{\zeta}) \\
r_j^k(\tilde{\zeta}) &\geq y_j^k \quad \forall k \in [K], \forall j \in \mathcal{J}_k \setminus \mathcal{J}_k^o \\
r_j^k(\tilde{\zeta}) &\leq \overline{y}_j^k \quad \forall k \in [K], \forall j \in \mathcal{J}_k \setminus \mathcal{J}_k
\end{align*}
\] (6.29)

Based on the SLDR, we define the non-anticipative BDLDR, denoted by \( \hat{r}^k(\tilde{\zeta}), \forall k \in [K] \), as

\[
\hat{r}^k(\tilde{\zeta}) \triangleq r^k(\tilde{\zeta}) + \sum_{j \in \mathcal{N}^-(k)} \left( \sum_{i \in \mathcal{J}_j^o} \left( r_i^j(\tilde{\zeta}) - y_i^j \right)^- p^{i,j,k} + \sum_{i \in \mathcal{J}_j} \left( r_i^j(\tilde{\zeta}) - \overline{y}_i^j \right)^+ q^{i,j,k} \right)
\] (6.30)

### 6.5 Properties of BDLDR

Similar to the two-stage BDLDR, the non-anticipative BDLDR is a sum of its original SLDR with nonlinear components from the other SLDRs. However, in constrast to the two-stage BDLDR, we only sum over each \( j \in \mathcal{N}^-(k) \), which, from its definition in (6.24) means that we include in the sum only the SLDRs which have information index sets that are contained by the current information index set. If we interpret the information index sets as a temporal realization of information, this means that we only sum over previous SLDRs. We make this property explicit in the following proposition.

**Proposition 6** The information index set of the \( k \)th BDLDR, denoted by \( \hat{\Phi}_k \), is equal to the information index set of its underlying SLDR, \( \Phi_k \).

**Proof:** Please see Appendix C.4.

This result implies that if the underlying set of SLDRs has a non-anticipative requirement, the derived BDLDR will also have the same non-anticipative requirement. In the next proposition, we show that the non-anticipative BDLDR also obeys similar constraints to the two-stage BDLDR.
Proposition 7 Each non-anticipative BDLDR, \( \hat{r}^k(\zeta) \) satisfies the following properties:

1. \( \sum_{k=1}^{K} U^k r^k(\zeta) = \sum_{k=1}^{K} U^k r^k(\zeta) \)

2. \( y^k \leq \hat{r}^k(\zeta) \leq y^k, \quad \forall k \in [K] \)

Proof: Please see Appendix C.5.

6.6 Comparison of non-anticipative BDLDR with SLDR

Defining the reduced index sets \( \forall l \in \{0\} \cup [M], \forall k \in [K], \forall j \in N^-(k) \) as:

\[
J^0_{i,j,k} \triangleq \{ i \in J^0_j : d^{i,k'}p^{i,j,k} > 0 \}
\]

\[
J^0_i \triangleq \{ i \in J^0_j : d^{i,k'}q^{i,j,k} > 0 \}
\]

Using Proposition 7, Problem (2.4) under the BDLDR then is approximated as:

\[
Z_{BDLDR} = \min_{x \in \{r^{0,k}, R^k\}_{k=1}^{K}} c^0' x + \sum_{k=1}^{K} d^{0,k'}r^{0,k} + \sup_{\zeta \in \mathcal{V}} \left\{ \sum_{k=1}^{K} d^{0,k'}R^k \zeta \right\}
\]

\[
+ \sum_{k=1}^{K} \sum_{j \in N^-(k) \cap J^0_{i,j,k}} \pi \left( -r_{i}^{0,j} + y_{j}^{i}, -R^{j'}e^{i} \right) d^{0,k'}p^{i,j,k}
\]

\[
+ \sum_{k=1}^{K} \sum_{j \in N^-(k) \cap J^0_{i,j,k}} \pi \left( r_{i}^{0,j} - y_{j}^{i}, R^{j'}e^{i} \right) d^{0,k'}q^{i,j,k}
\]

s.t.

\[
c^j' x + \sum_{k=1}^{K} d^{j,k'}r^{0,k} + \sup_{\zeta \in \mathcal{V}} \left\{ \sum_{k=1}^{K} d^{j,k'}R^k \zeta \right\}
\]

\[
+ \sum_{k=1}^{K} \sum_{j \in N^-(k) \cap J^0_{i,j,k}} \pi \left( -r_{i}^{0,j} + y_{j}^{i}, -R^{j'}e^{i} \right) d^{j,k'}p^{i,j,k}
\]

\[
+ \sum_{k=1}^{K} \sum_{j \in N^-(k) \cap J^0_{i,j,k}} \pi \left( r_{i}^{0,j} - y_{j}^{i}, R^{j'}e^{i} \right) d^{j,k'}q^{i,j,k} \leq b_l \quad \forall l \in [M]
\]

\[
T^0 x + \sum_{k=1}^{K} U^k r^{0,k} = \nu^0
\]

\[
T^j x + \sum_{k=1}^{K} U^k R^k e^j = \nu^j \quad \forall k \in [K], \forall j \in [N_E]
\]

\[
r_{j}^{0,k} + e^{j'}R^k \zeta \leq y_{j}^{k} \quad \forall \zeta \in \mathcal{V} \quad \forall k \in [K], \forall j \in J_{k} \setminus J^0_{k}
\]

\[
r_{j}^{0,k} + e^{j'}R^k \zeta \geq y_{j}^{k} \quad \forall \zeta \in \mathcal{V} \quad \forall k \in [K], \forall j \in J_{k} \setminus J^0_{k}
\]

\[
x \geq 0
\]

Proposition 8 Problem (6.31) has has an optimal objective not worse than Problem (4.14), i.e.,

\[
Z_{BDLDR} \leq Z_{SLDR}
\]

Proof: Please see Appendix C.6.
Remark: Although we have shown that the non-anticipative BDLDR improves upon the SLDR solution, we notice that the BDLDR requires a choice of feasible points \( \{ p_{i,k,j} \}_{j \in N^+(k)} \) and \( \{ q_{i,k,j} \}_{j \in N^+(k)} \) which satisfy the polyhedral constraint sets (6.26) and (6.27) respectively. We leave it as an open question how to optimally choose points within these feasible polyhedra in the general case. If the model (2.4) can be reformulated such that there are no expectation constraints, we have a similar situation to the simpler two-stage BDLDR, and the optimal choices \( \{ \bar{p}_{i,k,j} \}_{j \in N^+(k)} \) and \( \{ \bar{q}_{i,k,j} \}_{j \in N^+(k)} \) can be found from the solutions of the following pairs of optimization problems:

\[
\begin{align*}
\min_{j \in N^+(k)} & \quad \sum d_{0,j} p_{i,k,j} \\
\text{s.t.} & \quad \{ p_{i,k,j} \}_{j \in N^+(k)} \in P(i,k)
\end{align*}
\]

\[
\begin{align*}
\min_{j \in N^+(k)} & \quad \sum d_{0,j} q_{i,k,j} \\
\text{s.t.} & \quad \{ q_{i,k,j} \}_{j \in N^+(k)} \in Q(i,k)
\end{align*}
\] (6.32)

In the general case, due to the coupling between the expectation constraints and the objective, solving the pair of sub-problems (6.32) will no longer guarantee optimal \( \{ \bar{p}_{i,k,j} \}_{j \in N^+(k)} \) and \( \{ \bar{q}_{i,k,j} \}_{j \in N^+(k)} \) for use in the BDLDR. However, since (6.32) explicitly decreases the objective of the original problem, we feel that it remains as a viable heuristic for choosing a feasible points for use in the BDLDR, which will nonetheless be an improvement over the original SLDR.

7 Conclusions

We have presented a framework for the robust optimization of linear programs under uncertainty, by using linear-based decision rules to model the recourse variables. We have shown how we segregated uncertainties can lead to new decision rules, SLDRs, which improve over LDRs. Furthermore, we have presented a new linear-based decision rule, which we call the BDLDR, and we have shown that it generalizes and improves upon the DLDR of Chen et al [15], and yields a further improvement upon the SLDR. We also discussed how the BDLDR can be used in a non-anticipative modeling context. We have shown how different pieces of information about the underlying uncertainties lead to separate bounds on the expected positive part of a corresponding SLDR, in order to apply the BDLDR. Finally, in Appendix D, we presented a multi-period inventory management example, which showed how our techniques can be put together to robustly solve a linear program under uncertainty. We notice from the example that the construction of the decision rules, and the subsequent solution, can be rather onerous on the modeler. To address this, we are currently developing a software modeling tool to automate this process. We believe that our framework is particularly adept for implementation in software due to its modular structure, and we intend to present comprehensive computational studies in a future work.
Appendix A  Proofs of LDR and SLDR reductions

A.1 Proof of Proposition 1

When $L(m_k, N, I_k)$ is used to approximate $Y(m_k, N, I_k)$, Problem (2.4) becomes

$$\min_{x, \{y_k(\cdot)\}_{k=1}^K} c^0' x + \sup_{P \in \mathcal{P}} \left( \sum_{k=1}^K d_{l,k}^0 y_k(\tilde{z}) \right)$$

s.t. $$c^l' x + \sup_{P \in \mathcal{P}} \left( \sum_{k=1}^K d_{l,k}^k y_k(\tilde{z}) \right) \leq b_l \quad \forall l \in [M]$$

$$T(\tilde{z}) x + \sum_{k=1}^K U^k y_k(\tilde{z}) = v(\tilde{z})$$

$$y_k \leq y_k(\tilde{z}) \leq \bar{y}_k$$

$$x \geq 0$$

$$y_k \in L(m_k, N, I_k)$$

$\forall k \in [K]$

Applying the definition of $L(m_k, N, I_k)$ in (4.1) for each $k \in [K]$, the problem above equivalently becomes:

$$\min_{x, \{y_0,k, y^k\}_{k=1}^K} c^0' x + \sup_{P \in \mathcal{P}} \left( \sum_{k=1}^K d_{l,k}^0 y_0,k + y_k(\tilde{z}) \right)$$

s.t. $$c^l' x + \sup_{P \in \mathcal{P}} \left( \sum_{k=1}^K d_{l,k}^k y_0,k + y_k(\tilde{z}) \right) \leq b_l \quad \forall l \in [M]$$

$$T(\tilde{z}) x + \sum_{k=1}^K U^k (y_0,k + y^k) = v(\tilde{z})$$

$\bar{y}_k \leq y_0,k + y^k \leq \bar{y}_k$

$$y^k e_j = 0$$

$$\forall j \notin I_k, \forall k \in [K]$$

$$x \geq 0$$

$\forall k \in [K]$

We now proceed to show that Problems (A.1) and (4.2) are equivalent. We first notice that due to linearity, the expectation terms in the objective first $M$ constraints can be expressed as:

$$\sup_{P \in \mathcal{P}} \left( \sum_{k=1}^K d_{l,k}^k y_0,k + \mathbb{E}_P \left( \sum_{k=1}^K d_{l,k}^k y^k \right) \right) = \sum_{k=1}^K d_{l,k}^k y_0,k + \sup_{P \in \mathcal{P}} \left( \mathbb{E}_P \left( \sum_{k=1}^K d_{l,k}^k y^k \right) \right)$$

for any $l \in \{0\} \cup [M]$. Next, for the following constraints to hold for the random variable $\tilde{z}$,

$$T(\tilde{z}) x + \sum_{k=1}^K U^k (y_0,k + y^k) = v(\tilde{z})$$

$$y_k \leq y_0,k + y^k \leq \bar{y}_k$$

$\forall k \in [K]$. 
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it is necessary and sufficient for the constraints to hold within the support, i.e.

$$T(z)x + \sum_{k=1}^{K} U^k (y^{0,k} + Y^k z) = v(z) \quad \forall z \in \mathcal{W}$$

$$y^k \leq y^{0,k} + Y^k z \leq y^k \quad \forall z \in \mathcal{W}, \forall k \in [K]$$

Since the model data $T(\cdot), v(\cdot)$ are assumed to be affine in their respective arguments, we can equivalently re-write the equality constraint as a sum of the components of $z$, as:

$$\left( T^0 x + \sum_{k=1}^{K} U^k y^{0,k} - v^0 \right) + \sum_{i=1}^{N} z_i \left( T^i x + \sum_{k=1}^{K} U^k Y^k e^i - v^i \right) = 0 \quad \forall z \in \mathcal{W}$$

Finally, since $\mathcal{W}$ is assumed to be full-dimensional, the constraint holds iff the individual coefficients vanish, i.e.

$$T^0 x + \sum_{k=1}^{K} U^k y^{0,k} = v^0$$

$$T^i x + \sum_{k=1}^{K} U^k Y^k e^i = v^i \quad \forall i \in [N]$$

Putting these all together, Problems (A.1) and (4.2) are equivalent as desired. □

A.2 Proof of Proposition 2

For an arbitrary $z \in \mathbb{R}^N$, we consider $\zeta = M(z)$, and the components of $\gamma = F\zeta$, $\forall i \in [N]$,

$$\gamma_i = e_i^j F \zeta$$

$$= \sum_{l=0}^{L-1} \sum_{j=i+lN} e_i^j \zeta \quad \text{(by structure of } F)$$

$$= \sum_{j \in \Phi(i)} \zeta_j \quad \text{(A.2)}$$

Where the set $\Phi(i)$ is defined for brevity as

$$\Phi(i) \triangleq \{ j \in [NE] : i = ((j - 1) \mod N) + 1 \}$$

Now, for each $i \in [N]$, we first consider the case where

$$\exists j \in \Phi(i), \zeta_j \notin \{ \xi_{i,k} \}_{k=2}^{L}$$

We can omit $k = 1$ and $k = L + 1$ in the consideration of the set above, since $\zeta_j \neq \pm \infty$. In this case, since $\{ \xi_{i,k} \}_{k=1}^{L+1}$ segments the extended real line, $\exists k^* \in [L]$

$$\xi_{i,k^*} < \zeta_j < \xi_{i,k^*+1}$$

for some $j^* \in \Phi(i)$. Furthermore, using the definition of a segregation (4.6), $\zeta_{j^*} = z_i$, and

$$\xi_{i,k^*} < z_i < \xi_{i,k^*+1}$$
Using property (4.5), \( \forall k \in [L + 1] \), we get
\[
\begin{align*}
z_i &> \xi_{i,k} \quad \text{if} \quad k < k^* \\
z_i &< \xi_{i,k} \quad \text{if} \quad k > k^*
\end{align*}
\]
Hence, using the definition of a segregation (4.6) again, and recalling that \( k = \lceil j/N \rceil \), this implies that \( \forall j \in \Phi(i) \),
\[
\begin{align*}
\zeta_j &= \xi_{i,k+1} \quad \text{if} \quad j < j^* \\
\zeta_j &= \xi_{i,k} \quad \text{if} \quad j > j^* \\
\zeta_j &= z_i \quad \text{if} \quad j = j^*
\end{align*}
\]
Hence, substituting into (A.2), we get
\[
\gamma_i = \sum_{j \in \Phi(i)} \zeta_j = \zeta_{j^*} + \sum_{j \in \Phi(i), j < j^*} \zeta_j + \sum_{j \in \Phi(i), j > j^*} \zeta_j = z_i + \sum_{k=2}^{L} \xi_{i,k} = z_i - g_i
\]
Since this holds for each \( i \in [N] \), and an arbitrary \( z \in \mathbb{R}^N \), we therefore have
\[
FM(z) = z - g \quad \forall z \in \mathbb{R}^N
\]
as required. Next, we consider the case that
\[
\forall j \in \Phi(i), \zeta_j \in \{\xi_{i,k}\}_{k=2}^{L}
\]
There are \( L \) elements in \( \Phi(i) \), and \( \zeta_j \) can take on \( L - 1 \) distinct values. Hence, we can apply the pigeonhole principle, which implies that \( \exists k^* \in \{2, \ldots, L\}, \exists j_1, j_2 \in \Phi(i) \), such that \( \zeta_{j_1} = \zeta_{j_2} = \xi_{i,k^*} \).
From the definition of a segregation, (4.6), we can establish that \( |j_1 - j_2| = N \), and \( \zeta_{j_1} = \zeta_{j_2} = z_i \). We can express this alternatively as \( \exists j^* \in \Phi(i) \), such that
\[
z_i = \zeta_{j^*} = \zeta_{j^*+N} = \xi_{i,k^*}
\]
and, again recalling \( k = \lceil j/N \rceil \), we again have
\[
\begin{align*}
\zeta_j &= \xi_{i,k+1} \quad \text{if} \quad j < j^* \\
\zeta_j &= \xi_{i,k} \quad \text{if} \quad j > j^* \\
\zeta_j &= \xi_{i,k^*} = z_i \quad \text{if} \quad j = j^*
\end{align*}
\]
and by the same argument as the case above, we obtain \( z = FM(z) + g \quad \forall z \in \mathbb{R}^N \).
A.3 Proof of Proposition 3

To prove the first inequality, we express $\zeta = M(z)$, and equivalently re-express Problem (4.7) as

$$Z_{SLDR}^* = \min_{x, \{r_k^k\}_{k=1}^K} c_x^T + \sum_{k=1}^K d_{k,k'}^k r_{k,k'} + \sup_{\zeta \in V^*} \left( \sum_{k=1}^K d_{k,k'}^k R_k^k \zeta \right)$$

s.t.

$$c_x^T + \sum_{k=1}^K d_{k,k'}^k r_{k,k'} + \sup_{\zeta \in V^*} \left( \sum_{k=1}^K d_{k,k'}^k R_k^k \zeta \right) \leq b_l$$

$$T(F\zeta + g)x + \left( \sum_{k=1}^K U_k r_{0,k} + U_k^k R_k^k \zeta \right) = v(F\zeta + g) \quad \forall \zeta \in V^*$$

$$y_k \leq r_{0,k}^k + R_k^k \zeta \leq y_k$$

$$x \geq 0$$

$$r^k \circ M \in \mathcal{Y}(m_k, N, I_k)$$

We assume that we have some $\{x, \{r_{0,k}^k, R_k^k\}_{k=1}^K\}$ that is feasible in the approximated SLDR problem (4.14). The inclusion $V^* \subseteq \hat{V}$, implies that the first $M$ inequalities in Problem (A.3) are satisfied. Furthermore, the inclusion $V^* \subseteq \hat{V}$ implies that the upper and lower bounds in Problem (A.3) are also satisfied. To show that the equality constraint in Problem (A.3) is satisfied, we consider the following expression for an arbitrary $\zeta \in V^*$:

$$T(F\zeta + g)x + \left( \sum_{k=1}^K U_k r_{0,k} + U_k^k R_k^k \zeta \right) - v(F\zeta + g)$$

$$= \left( T^0 x + \sum_{i=1}^N (e^i F\zeta + g_i)T^i x \right) + \left( \sum_{k=1}^K U_k r_{0,k} + U_k^k R_k^k \zeta \right) - \left( v^0 + \sum_{i=1}^N (e^i F\zeta + g_i)v_i \right)$$

$$= \left( T^0 x + \sum_{k=1}^K U_k r_{0,k} - v^0 \right) + \sum_{i=1}^N (e^i F\zeta) (T^i x - v_i) + \sum_{k=1}^K U_k^k R_k^k \zeta$$

$$= \left( T^0 x + \sum_{k=1}^K U_k r_{0,k} - v^0 \right) + \sum_{i=1}^N (e^i F\zeta) (T^i x - v_i) + \sum_{k=1}^K U_k^k R_k^k \zeta$$

$$= \left( T^0 x + \sum_{k=1}^K U_k r_{0,k} - v^0 \right) + \sum_{i=1}^N (e^i F\zeta) (T^i x - v_i) + \sum_{k=1}^K U_k^k R_k^k \zeta$$

$$= \left( T^0 x + \sum_{k=1}^K U_k r_{0,k} - v^0 \right) + \sum_{i=1}^N (e^i F\zeta) (T^i x - v_i) + \sum_{k=1}^K U_k^k R_k^k \zeta$$

$$= \left( T^0 x + \sum_{k=1}^K U_k r_{0,k} - v^0 \right) + \sum_{i=1}^N (e^i F\zeta) (T^i x - v_i) + \sum_{k=1}^K U_k^k R_k^k \zeta$$

Hence, the system of equality constraints in Problem (4.14) implies that the above expression vanishes component-wise for any $\zeta \in \mathbb{R}^{N_{E}}$, which in turn implies that it vanishes component-wise for any $\zeta \in V^*$. Finally, we consider the non-anticipative requirement. Denoting by $(M(z))_j$ the $j^{th}$ component of $M(z)$.
for some \( j \in [N_E] \), and recalling that \( M(\cdot) \) represents a segregation, we have

\[
\left( M \left( z + \sum_{i \in I} \lambda_i e_i \right) \right)_j = (M(z))_j \quad \forall \lambda \in \mathbb{R}^N
\]

for any index set \( I \subseteq [N] \) iff \((i - 1) \equiv (j - 1) \mod N\) for some \( i \in I \). Specifically, if \( I = I_k \), then by definition (4.13), \( \forall k \in [K], \)

\[
j \in \Phi_k \Leftrightarrow \left( M \left( z + \sum_{i \notin I_k} \lambda_i e_i \right) \right)_j = (M(z))_j \quad \forall \lambda \in \mathbb{R}^N
\]

(A.4)

Next, we expand the composite function:

\[
r^k \circ M(z) = r^{0,k} + R^k M(z)
\]

\[
= r^{0,k} + R^k \sum_{j=1}^{N_E} (M(z))_j e^j
\]

\[
= r^{0,k} + \sum_{j=1}^{N_E} (M(z))_j R^k e^j
\]

\[
= r^{0,k} + \sum_{j \in \Phi_k} (M(z))_j R^k e^j
\]

(A.5)

where the last equality is due to the assumption of feasibility in (4.14), which gives \( R^k e^j = 0, \forall j \notin \Phi_k \).

Hence, for an arbitrary \( \lambda \in \mathbb{R}^N \),

\[
r^k \circ M \left( z + \sum_{i \notin I_k} \lambda_i e_i \right) = r^{0,k} + \sum_{j \in \Phi_k} \left( M \left( z + \sum_{i \notin I_k} \lambda_i e_i \right) \right)_j R^k e^j \quad \text{(by (A.5))}
\]

\[
= r^{0,k} + \sum_{j \in \Phi_k} (M(z))_j R^k e^j \quad \text{(by (A.4))}
\]

\[
= r^k \circ M(z) \quad \text{(by (A.5))}
\]

implying that \( r^k \circ M \in \mathcal{Y}(m_k, N, I_k) \) as required. Therefore, we have established that any feasible solution to (4.14) is always feasible in (A.3), with an objective that is not smaller. Hence we have \( Z_{SSLDR^*} \leq Z_{SSLDR} \).

To prove the second inequality, we consider Problem (4.14), and choose \( \forall k \in [K], \)

\[
R^k = Y^k F
\]

\[
r^{0,k} = y^{0,k} + Y^k g
\]
Problem (4.14) becomes:

\[
Z_{SLDR} = \min_{x, \{y^{0,k}, Y^k\}_{k=1}^K} c^0' x + \sum_{k=1}^K d^{0,k'} y^{0,k} + \sup_{\zeta \in \mathcal{V}} \left( \sum_{k=1}^K d^{0,k'} Y^k (F \hat{\zeta} + g) \right)
\]

\[
s.t. \quad c^l' x + \sum_{k=1}^K d^{l,k'} y^{0,k} + \sup_{\zeta \in \mathcal{V}} \left( \sum_{k=1}^K d^{l,k'} Y^k (F \hat{\zeta} + g) \right) \leq b_l \quad \forall l \in [M]
\]

\[
T^0 x + \left( \sum_{k=1}^K U^k y^{0,k} + U^k Y^k g \right) = \nu^0
\]

\[
T^j x + \sum_{k=1}^K U^k Y^k e^j = \nu^j \quad \forall j \in [N_E]
\]

\[
y^k \leq y^{0,k} + Y^k (F \zeta + g) \leq \bar{y}^k \quad \forall \zeta \in \mathcal{V} \quad \forall k \in [K]
\]

\[
Y^k e^j = 0 \quad \forall j \notin \Phi_k, \forall k \in [K]
\]

\[
x \geq 0
\]

Expanding the terms \( \{ T^j, \nu^j \}_{j=1}^{N_E} \), we obtain

\[
Z_{SLDR} = \min_{x, \{y^{0,k}, Y^k\}_{k=1}^K} c^0' x + \sum_{k=1}^K d^{0,k'} y^{0,k} + \sup_{\zeta \in \mathcal{V}} \left( \sum_{k=1}^K d^{0,k'} Y^k (F \hat{\zeta} + g) \right)
\]

\[
s.t. \quad c^l' x + \sum_{k=1}^K d^{l,k'} y^{0,k} + \sup_{\zeta \in \mathcal{V}} \left( \sum_{k=1}^K d^{l,k'} Y^k (F \hat{\zeta} + g) \right) \leq b_l \quad \forall l \in [M]
\]

\[
\left( T^0 x + \sum_{k=1}^K U^k y^{0,k} - v^0 \right)
\]

\[
+ \sum_{i=1}^N g_i \left( T^i x + \sum_{k=1}^K U^k Y^k e^i - v^i \right) = 0
\]

\[
\sum_{i=1}^N F_{ij} \left( T^i x + \sum_{k=1}^K U^k Y^k e^i - v^i \right) = 0 \quad \forall j \in [N_E]
\]

\[
y^k \leq y^{0,k} + Y^k (F \zeta + g) \leq \bar{y}^k \quad \forall \zeta \in \mathcal{V} \quad \forall k \in [K]
\]

\[
Y^k e^j = 0 \quad \forall j \notin \Phi_k, \forall k \in [K]
\]

\[
x \geq 0
\]

Since \( M(\cdot) \) represents a segregation, \( F \) is the horizontal concatenation of \( L \) identity matrices. Hence, \( \forall j \in [N_E] \), \( Fe^j = e^i \) where \( (i - 1) \equiv (j - 1) \mod N \). Notice that \( e^j \in \mathbb{R}^{N_E} \) while \( e^i \in \mathbb{R}^N \). In particular, for any index set \( I \subseteq [N] \),

\[
Ye^i = 0 \quad \forall i \in I \quad \Leftrightarrow \quad YFe^j = 0 \quad \forall j \in \{ j \in [N_E] : \exists i \in I : (i - 1) \equiv (j - 1) \mod N \}
\]

In particular, if we choose \( I = I_k^c \), then using the definition of \( \Phi_k \) (4.13), we can express the above as

\[
Ye^i = 0 \quad \forall i \notin I_k \quad \Leftrightarrow \quad YFe^j = 0 \quad \forall j \notin \Phi_k
\]

By definition of \( \Phi_k \) (4.13), Hence, using (4.8), any feasible point \( \left( x, \{y^{0,k}, Y^k\}_{j=1}^K \right) \) in Problem (4.2) is also feasible in Problem (4.14), and since their objectives coincide, we have \( Z_{SLDR} \leq Z_{LDR} \).
Appendix B  Proofs of Bounds on $E_P (\cdot^+) $

B.1 Proof of Theorem 1

For the case of a fixed mean $\hat{\zeta} = \mu$, Natarajan et al. [26] provided a tight bound for the expectation of a general piecewise-linear utility function applied to an LDR. We specialize their result for the case of the utility function $u(x) = x +$, to obtain

$$\sup_{\tilde{\zeta} \sim V, \hat{\zeta} = \mu} E_P \left( \left( r^0 + r' \tilde{\zeta} \right)^+ \right) = \inf_{s \in \mathbb{R}^N_E} \left( s' \mu + \sup_{\zeta \in V} \left( \max \left\{ r^0 + r' \zeta - s' \zeta, -s' \zeta \right\} \right) \right)$$

and equality is obtained because of the strong duality result of Isii [24]. In general, when the mean is not fixed, the ambiguity-averse bound on $E_P \left( \left( r^0 + r' \bar{\zeta} \right)^+ \right)$ is simply obtained by taking the supremum over the allowed values of $\hat{\zeta} \in \hat{V}$, which yields

$$\sup_{\bar{P} \in \hat{F}_1} E_P \left( \left( r^0 + r' \bar{\zeta} \right)^+ \right) = \pi_1 \left( r^0, r \right)$$

as required.

B.2 Proof of Theorem 2

In Natarajan et al [26], the authors use a projection method by Popescu [27] to show that if $\tilde{\zeta}$ has a known mean $\hat{\zeta} = \mu$ and covariance $\Sigma_v$, the following equality holds:

$$\sup_{\tilde{\zeta} \sim (\mu, \Sigma_v)} E_P \left( \left( r^0 + r' \tilde{\zeta} \right)^+ \right) = \frac{1}{2} \left( r^0 + r' \mu \right) + \frac{1}{2} \sqrt{(r^0 + r' \mu)^2 + r' \Sigma_v r}$$

To construct the worst-case bounds of $E_P \left( \left( r^0 + r' \bar{\zeta} \right)^+ \right)$ over all $\bar{P} \in \hat{F}_2$, we simply need to find the supremum over all allowable $\left( \tilde{\zeta}, \Sigma_v \right)$ in $\hat{F}_2$. We obtain the bound by solving the following optimization problem:

$$\sup_{\bar{P} \in \hat{F}_2} E_P \left( \left( r^0 + r' \bar{\zeta} \right)^+ \right) = \eta^2 \left( r^0, r \right) \triangleq \sup_{\tilde{\zeta}, \Sigma_v} \left\{ \frac{1}{2} \left( r^0 + r' \tilde{\zeta} \right) + \frac{1}{2} \sqrt{(r^0 + r' \tilde{\zeta})^2 + r' \Sigma_v r} \right\}$$

s.t. $\Sigma_v \in S^N_{+}$

where $S^N_{+}$ denotes the positive semidefinite cone of symmetric $N \times N$ matrices. We complete the proof by showing that the bounds $\eta^2 (r^0, r)$ and $\pi^2 (r^0, r)$ are equivalent. Suppose $\exists y \in \mathbb{R}^N$ s.t. $F' y = r$, then $r' \Sigma_v r = y' F \Sigma_v F' y = y' \Sigma_y$, and the bounds are easily seen to be equivalent. Now suppose $\exists y \in \mathbb{R}^N$ s.t. $F' y = r$. This causes the outer optimization problem defining $\pi^2 (r^0, r)$ to be infeasible, and $\pi^2 (r^0, r) = +\infty$. We proceed to establish that $\eta^2 (r^0, r) = +\infty$ as well. We introduce some notation, denoting by $\mathcal{R}(A)$ the column space of a matrix $A$, and by $\mathcal{N}(A)$ the nullspace of $A$. We
also use $\mathcal{R}^1(A)$ to denote the orthogonal complement of the column space of $A$. To begin the proof, we choose
\[
\Sigma_0^v = F' (FF')^{-1} \Sigma (FF')^{-1} F
\]
which satisfies $F \Sigma_0^v F' = \Sigma$. We notice that $FF'$ is invertible since $N_E \geq N$, and $F$ is assumed to be full rank. Next, we choose $y = (FF')^{-1} Fr$, and express $r$ as the following sum:
\[
r = F'y + r_\perp
\]
for some $r_\perp \in \mathcal{R}^1(F') \setminus \{0\}$. We notice that $Fr_\perp = 0$ since $\mathcal{R}^1(F') = \mathcal{N}(F)$. For some $\lambda \in \mathbb{R}_+$, consider
\[
\Sigma_\nu(\lambda) = \Sigma_0^v + \lambda r_\perp r_\perp'
\]
We notice that $\Sigma_\nu(\lambda) \in \mathbb{S}_{+N_E}$. Furthermore, we have
\[
F \left( \Sigma_\nu(\lambda) \right) F' = F \Sigma_0^v F' + 0
\]
The objective function therefore becomes
\[
\sup_{\xi, \Sigma_\nu} \left\{ \frac{1}{2} \left( r^0 + r' \hat{\xi} \right) + \frac{1}{2} \sqrt{(r^0 + r' \hat{\xi})^2 + r' \Sigma_\nu(\lambda) r} \right\}
\]
\[
= \sup_{\xi, \Sigma_\nu} \left\{ \frac{1}{2} \left( r^0 + r' \hat{\xi} \right) + \frac{1}{2} \sqrt{(r^0 + r' \hat{\xi})^2 + r' \Sigma_0^v r + \lambda (y' Fr_\perp + r_\perp r_\perp')^2} \right\}
\]
\[
= \sup_{\xi, \Sigma_\nu} \left\{ \frac{1}{2} \left( r^0 + r' \hat{\xi} \right) + \frac{1}{2} \sqrt{(r^0 + r' \hat{\xi})^2 + r' \Sigma_0^v r + \lambda \| r_\perp \|^4} \right\}
\]
taking the limit as $\lambda \to \infty$, the objective increases without bound. Thus, $\eta^2(r^0, r) = +\infty$ when $\hat{\beta} y$ s.t. $F'y = r$.

**B.3 Proof of Theorem 3**

We only have to prove the bound in the non-infinite case. We begin by noticing that we can express $x^0 + x' \hat{z}_\sigma$ as:
\[
x^0 + x' \hat{z}_\sigma \equiv x^0 + x' \hat{z}_\sigma + x' (\tilde{z}_\sigma - \hat{z}_\sigma)
\]
Now, we use the property $\forall \lambda > 0$ that
\[
w^+ \leq \frac{\lambda}{e} \exp \left( \frac{w}{\lambda} \right), \forall w \in \mathbb{R},
\]
and the independence of each component of $\tilde{z}_\sigma$ to obtain the general bound
\[
E_p \left( (x^0 + x' \tilde{z}_\sigma)^+ \right) \leq \frac{\lambda}{e} \exp \left( \frac{1}{\lambda} \sup_{\tilde{z}_\sigma \in \mathcal{W}_\sigma} \{ x^0 + x' \tilde{z}_\sigma \} \right) \prod_{j=1}^{N_\sigma} E_p \left( \exp \left( \frac{x_j (\tilde{z}_{\sigma,j} - \hat{z}_{\sigma,j})}{\lambda} \right) \right)
\]

36
and the property of the forward and backward deviations in [14] that \( \forall p \in P_3, \)
\[
\ln \left( \mathbb{E}_p \left( \exp \left( \frac{x_j (\hat{\zeta}_{a,j} - \hat{\zeta}_{b,j})}{\lambda} \right) \right) \right) \leq \begin{cases} 
\frac{x_j^2 \sigma_{a,j}^2}{2\lambda^2} & \text{if } x_j \geq 0 \\
\frac{x_j^2 \sigma_{b,j}^2}{2\lambda^2} & \text{otherwise}
\end{cases}
\]
Combining these results, when \((r^0, r) = (x^0 + x'^r g_\sigma, F'_\sigma x),\) we get
\[
\sup_{p \in P_3} \mathbb{E}_p \left( \left( r^0 + r'^{\hat{\zeta}} \right)^+ \right) = \sup_{p \in P_3} \mathbb{E}_p \left( (x^0 + x'^{\hat{\zeta}})^+ \right) \leq \psi(x^0, x) \tag{B.1}
\]
Next, using the identity \(x^+ \equiv x + x^- \forall x \in \mathbb{R},\) by the same argument,
\[
\sup_{p \in P_3} \mathbb{E}_p \left( \left( r^0 + r'^{\hat{\zeta}} \right)^+ \right) \leq \left( r^0 + \sup_{\hat{\zeta} \in \hat{\mathcal{V}}} \psi(-x^0, -x) \right) \tag{B.2}
\]
Since choosing \((s^0, s) = (x^0, x)\) in (5.4) reduces to (B.1) and choosing \((s^0, s) = (0, 0)\) in (5.4) reduces to (B.2), we have shown that \(\pi^3 (r^0, r)\) is not larger than either (B.1) or (B.2). Finally, we establish that \(\pi^3 (r^0, r)\) indeed bounds \(\mathbb{E}_p \left( \left( r^0 + r'^{\hat{\zeta}} \right)^+ \right)\) from above. For any \((s^0, s, x^0, x)\) s.t. \((x^0 + x'^r g_\sigma, F'_\sigma x) = (r^0, r),\) we have
\[
(r^0 - s^0) - s'^r g_\sigma + \sup_{\hat{\zeta} \in \hat{\mathcal{V}}} \left( r - s' F_\sigma \right) \hat{\zeta} + \psi(s^0 - x^0, s - x) + \psi(s^0, s) \\
\geq (x^0 - s^0) - (x - s)' g_\sigma + \sup_{\hat{\zeta} \in \hat{\mathcal{V}}} \left( (x - s)' F_\sigma \hat{\zeta} \right) + \psi(s^0 - x^0, s - x) + \psi(s^0, s) \\
\geq \sup_{p \in P_3} \mathbb{E}_p \left( \left( (x^0 - s^0) + (x - s)' \hat{\zeta}_\sigma \right)^+ \right) + \sup_{p \in P_3} \mathbb{E}_p \left( (s^0 + s' \hat{\zeta}_\sigma)^+ \right) \tag{by (B.1) and (B.2)} \\
\geq \sup_{p \in P_3} \mathbb{E}_p \left( (x^0 + x'^r \hat{\zeta}_\sigma)^+ \right) \tag{by subadditivity} \\
= \sup_{p \in P_3} \mathbb{E}_p \left( \left( r^0 + r'^{\hat{\zeta}} \right)^+ \right)
\]
Since the above inequality holds for any choice of \((s^0, s, x^0, x)\) which satisfies \((x^0 + x'^r g_\sigma, F'_\sigma x) = (r^0, r),\)
it also holds when we take the infimum, and hence \(\pi^3 (r^0, r)\) bounds \(\sup_{p \in P_3} \mathbb{E}_p \left( \left( r^0 + r'^{\hat{\zeta}} \right)^+ \right)\) from above as required.

**B.4 Proof of Theorem 4**

We begin by noticing that each \(\pi^s (r^0, r)\) is convex and positive homogeneous in its arguments. From positive homogeneity of each \(\pi^s (r^0, r),\) we have \(\pi^s (0, 0) = 0,\) which gives us the second inequality of (5.6). To establish that \(\pi (r^0, r)\) does indeed bound \(\sup_{p \in P_3} \mathbb{E}_p \left( \left( r^0 + r'^{\hat{\zeta}} \right)^+ \right)\) from above, we have for
each $P \in \bigcap_{s \in S} F_s$

$$\sum_{s \in S} \pi^s (r^{0,s}, r^s) \geq \sum_{s \in S} E_P \left( (r^{0,s} + r^{s'} \tilde{\zeta})^+ \right) \quad \text{(using $P \in F_s$)}$$

$$= E_P \left( \sum_{s \in S} (r^{0,s} + r^{s'} \tilde{\zeta})^+ \right) \quad \text{(by linearity)}$$

$$\geq E_P \left( (\sum_{s \in S} r^{0,s} + r^{s'} \tilde{\zeta})^+ \right) \quad \text{(by subadditivity of $(\cdot)^+$)}$$

$$= E_P \left( (r^0 + r^{s'} \tilde{\zeta})^+ \right) \quad \text{(from (5.5))}$$

$\blacksquare$
Appendix C  Proofs of BDLDR Properties

C.1 Lemma: Bounding a portion of the BDLDR

For clarity of exposition, we begin the proof with the following lemma:

**Lemma 5** For each $j \in [m]$, the following inequality holds:

$$y_j \leq r_j(\bar{\zeta}) + \left(r_j(\bar{\zeta}) - y_j\right) \mathbb{1}_{\{j \in \bar{J}\}} = \left(r_j(\bar{\zeta}) - y_j\right) + \mathbb{1}_{\{j \in \bar{J}\}} \leq \bar{y}_j$$

**Proof**: We divide the proof into 4 cases:

**Case 1**: When $j \in [m] \setminus (J^0 \cup \bar{J})$, the result holds directly from Equation (6.14).

**Case 2**: When $j \in J^0 \setminus \bar{J}$: To prove the upper bound, it suffices to consider the case when $j \in J$. Furthermore, by assumption, $j \notin J^0$, we can apply the linear constraints of Equation (6.14), $r_j(\bar{\zeta}) \leq \bar{y}_j$. Together with the obvious $y_j \leq \bar{y}_j$, we get

$$r_j(\bar{\zeta}) + \left(r_j(\bar{\zeta}) - y_j\right) = \max\left\{r_j(\bar{\zeta}), y_j\right\} \leq \bar{y}_j$$

Thus proving the upper bound. The lower bound follows directly from

$$y_j \leq \max\left\{r_j(\bar{\zeta}), y_j\right\}$$

**Case 3**: When $j \in J^0 \setminus J^0$, the proof follows an identical argument to **Case 2**.

**Case 4**: When $j \in J^0 \cap \bar{J}$, we have

$$r_j(\bar{\zeta}) + \left(r_j(\bar{\zeta}) - y_j\right) - \left(r_j(\bar{\zeta}) - \bar{y}_j\right) = \max\left\{\min\left\{r_j(\bar{\zeta}), \bar{y}_j\right\}, y_j\right\}$$

which directly satisfies both upper and lower bounds.

\[\square\]

C.2 Proof of Proposition 4

We notice that statement 1 of the proposition follows directly from the feasibility of each $\bar{p}^i$ and $\bar{q}^i$ in (6.12) and (6.13). To prove statement 2 of the proposition, we consider the $i^{th}$ component of the BDLDR, by considering the statement $y_j \leq \bar{r}_j(\bar{\zeta}) \leq \bar{y}_j$, $\forall j \in [m]$. We notice that the BDLDR can be written in the following verbose form:

$$\bar{r}_j(\bar{\zeta}) = \left(r_j(\bar{\zeta}) + \left(r_j(\bar{\zeta}) - y_j\right) \mathbb{1}_{\{j \in \bar{J}\}} = \left(r_j(\bar{\zeta}) - y_j\right) + \mathbb{1}_{\{j \in \bar{J}\}} \right)$$

$$+ \sum_{i \in \bar{J}\setminus\{j\}} \left(r_i(\bar{\zeta}) - y_i\right) \bar{p}^j_i + \sum_{i \in J\setminus\{j\}} \left(r_i(\bar{\zeta}) - y_i\right) \bar{q}^j_i$$

To prove the upper bound, it suffices to consider $j \in \bar{J}$. We notice that we have explicitly removed $j$ from both summation terms, so in both sums, $i \neq j$. Furthermore, since we only sum over indices $i$ such that $\bar{p}^i$ and $\bar{q}^i$ are feasible in (6.12) and (6.13) respectively and we have established that $j \notin J \setminus \{i\}$, we have $\bar{p}^j_i \leq 0$ and $\bar{q}^j_i \leq 0$. Finally, the upper bound of Lemma 5 establishes the upper bound in the proposition statement. The lower bound can be proven with an identical argument.  

\[\square\]
C.3 Proof of Proposition 5

To show the second inequality, we begin by noting that each feasible solution of (6.19) is feasible in (6.22). We further note that \( \forall i \in J, \pi^1(\sum_{i} -v_i - Ry_i) = 0 \) (see Remark in Section 5.1). Similarly, \( \forall i \in \bar{J}, \pi^1(\sum_{i} -v_i + \sum_{i} -Re_i) = 0 \). Since \( J' \subseteq J \) and \( J'' \subseteq J \), and using the property that \( \pi(\cdot) \leq \pi^1(\cdot) \), we obtain \( Z_{DLDR} \leq Z_{SLDR} \).

To prove the first inequality, we consider the sub-problems for the BDLDR, (6.12) and (6.13) against the corresponding sub-problems for the DLDR, (6.20) and (6.21). We notice that they are identical, with the sole exception that the BDLDR sub-problems (6.12, 6.13) have one less inequality constraint compared with the DLDR counterparts (6.20, 6.21). In particular, whenever \( i \in J \), the first DLDR sub-problem (6.20) is always infeasible. Conversely, if \( i \notin J \), both the BDLDR sub-problem (6.12) and DLDR sub-problem (6.20) are identical. A similar relation holds for the second sub-problem. This leads to the following set relations:

\[
J^D = J \setminus J \\
\bar{J}^D = \bar{J} \setminus J
\]

and relations for the optimal solutions to the sub-problems:

\[
\bar{p}^D = \bar{p} \quad \forall i \in J^D \\
\bar{q}^D = \bar{q} \quad \forall i \in \bar{J}^D
\]

Together, these imply the set relations for the reduced index sets:

\[
J^D,R = J^R \setminus J \\
\bar{J}^D,R = \bar{J}^R \setminus J
\]

Hence, using these relations, any feasible solution of (6.22) is feasible in (6.18). Using a similar argument to the DLDR vs SLDR above, we can relate the objectives by \( Z_{BDLDR} \leq Z_{DLDR} \).

C.4 Proof of Proposition 6

The inclusion \( \Phi_k \subseteq \bar{\Phi}_k \) follows directly from the definition of the BDLDR in (6.30). To show the reverse inclusion, we proceed by contradiction. Assume that \( \bar{\Phi}_k \not\subseteq \Phi_k \), i.e.

\[
\bar{r}^k_k \left( \zeta + \sum_{i \notin \Phi_k} \lambda_i e_i \right) \neq \bar{r}^k_k \left( \zeta \right), \quad \forall \lambda \in \mathbb{R}^{NE}
\]

By the definition of the information index set (2.1) applied to the underlying SLDR, we have

\[
r^k_k \left( \zeta + \sum_{i \notin \Phi_k} \lambda_i e_i \right) = r^k_k \left( \zeta \right), \quad \forall \lambda \in \mathbb{R}^{NE}
\]

Thus, from the definition of the non-anticipative BDLDR (6.30), we require

\[
r^k_l \left( \zeta + \sum_{i \notin \Phi_k} \lambda_i e_i \right) \neq r^k_l \left( \zeta \right), \quad \forall \lambda \in \mathbb{R}^{NE}
\]
for some \( j \in \mathcal{N}^-(k) \), and some \( l \in J_j^0 \cup \overline{J_j} \). However, from the definition (6.25) of \( \mathcal{N}^-(k) \),

\[
j \in \mathcal{N}^-(k) \Rightarrow \Phi_j \subseteq \Phi_k \iff \Phi_k^c \subseteq \Phi_j^c
\]

which contradicts (C.4) above. We conclude that \( \Phi_k \subseteq \Phi_k^c \), and from both inclusions, \( \Phi_k = \Phi_k^c \).

**C.5 Proof of Proposition 7**

We consider:

\[
\sum_{k=1}^{K} \sum_{j \in N^-(k)} \left( \sum_{i \in J_j^0} \left( r_i^j(\tilde{\xi}) - y_i^j \right)^{-} U^k p_i^{j,k} + \sum_{i \in \overline{J}_j} \left( r_i^j(\tilde{\xi}) - y_i^j \right)^{+} U^k q_i^{j,k} \right)
\]

\[
= \sum_{j=1}^{K} \sum_{k \in N^+(j)} \left( \sum_{i \in J_j^0} \left( r_i^j(\tilde{\xi}) - y_i^j \right)^{-} U^k p_i^{j,k} + \sum_{i \in \overline{J}_j} \left( r_i^j(\tilde{\xi}) - y_i^j \right)^{+} U^k q_i^{j,k} \right) 1_{\{j \in N^-(k)\}}
\]

\[
= \sum_{j=1}^{K} \sum_{k \in N^+(j)} \left( \sum_{i \in J_j^0} \left( r_i^j(\tilde{\xi}) - y_i^j \right)^{-} U^k p_i^{j,k} + \sum_{i \in \overline{J}_j} \sum_{k \in N^+(j)} \sum_{i \in \overline{J}_j} \left( r_i^j(\tilde{\xi}) - y_i^j \right)^{+} U^k q_i^{j,k} \right)
\]

where we reverse the order of summation in the second equality, and use property (6.25). Considering the final expression, we note that the polyhedral regions \( P(i, j) \) and \( Q(i, j) \) are non-empty for \( i \in J_j^0 \) and \( i \in \overline{J}_j \) respectively, allowing us to apply the set of constraints (6.26) and (6.27). Applying the first constraint in each constraint set, we notice that the first summation vanishes for each \( i \in J_j^0 \), and the second summation vanishes for each \( i \in \overline{J}_j \). This causes the entire expression above to vanish, implying the result in statement 1 of the proposition. We prove statement 2 of the proposition by establishing the upper and lower bounds component-wise. We consider the \( n^{th} \) component of the \( k^{th} \) BDLDL, and rewrite it in the more verbose form:

\[
\tilde{r}_n^k(\tilde{\xi}) = r_n^k(\tilde{\xi}) + \sum_{\ell \in \mathcal{N}^-} \sum_{i \in J_j^0} \left( r_i^\ell(\tilde{\xi}) - y_i^\ell \right)^{-} p_i^{\ell,k} + \sum_{\ell \in \mathcal{N}^-} \sum_{i \in \overline{J}_j} \left( r_i^\ell(\tilde{\xi}) - y_i^\ell \right)^{+} q_i^{\ell,k}
\]

\[
= r_n^k(\tilde{\xi}) + \sum_{i \in J_j^0} \left( r_i^k(\tilde{\xi}) - y_i^k \right)^{-} p_i^{k,k} + \sum_{i \in \overline{J}_j} \sum_{k \in N^+(j)} \sum_{i \in \overline{J}_j} \left( r_i^k(\tilde{\xi}) - y_i^k \right)^{+} q_i^{k,k}
\]
And extracting the \( i = n \) term from the first and third sums, we get the final expression:

\[
\hat{r}_n^k(\tilde{\zeta}) = r_n^k(\tilde{\zeta}) + \sum_{i \in J_k \setminus \{n\}} (r_i^k(\tilde{\zeta}) - y_i^k)^+ p_{n}^{i,k,k} + \sum_{j \in N^{-}(k) \setminus \{k\}} \sum_{i \in J_j^l} (r_i^j(\tilde{\zeta}) - y_i^j)^+ p_{n}^{i,j,k} + \sum_{i \in J_k \setminus \{n\}} (r_i^k(\tilde{\zeta}) - y_i^k)^- q_{n}^{i,k,k} + \sum_{j \in N^{-}(k) \setminus \{k\}} \sum_{i \in J_j^l} (r_i^j(\tilde{\zeta}) - y_i^j)^- q_{n}^{i,j,k}
\]

To prove the upper bound of statement 2 of the proposition, it suffices to consider \( n \in J_k \). Again, in each of the four sums in the expression above, we sum over indices \( i \) which correspond to feasible instances of constraint sets (6.26) and (6.26), and hence we can apply these constraints. We consider the sums (A) – (D) in turn. For (A), we notice that since \( i \neq n \), using the third inequality of (6.26), \( p_{n}^{i,k,k} \leq 0 \). For (B), we notice that similar to (6.25), we have \( j \in N^{-}(k) \setminus \{k\} \Leftrightarrow k \in N^{+}(j) \setminus \{j\} \).

Hence, using the second inequality of (6.26), \( p_{n}^{i,j,k} \leq 0 \) in (B). Also, using the first inequality of (6.27), \( q_{n}^{i,k,k} \leq 0 \) in (C) and \( q_{n}^{i,j,k} \leq 0 \) in (D). The upper bound follows directly using Lemma 5. The lower bound can be proven using an identical argument.

\section*{C.6 Proof of Proposition 8}

Any SLDR solution to Problem (2.4) will take the form of Problem (4.7), using the support sets \( \mathcal{V} \) and \( \hat{\mathcal{V}} \) to approximate the exact supports \( \mathcal{V}^* \) and \( \hat{\mathcal{V}}^* \). We begin by noting that \( \forall j \in [K], i \in J_j \) implies \( \pi^1 \left( -r_0^{0,j} + y_i^j, -R_i^{j} e_i \right) = 0 \), and similarly \( i \in J_j \) implies \( \pi^1 \left( r_0^{0,j} - y_i^j, R_i^{j} e_i \right) = 0 \). Now, in each of the two summation terms (in the objective and constraints), \( j \in N^{-}(k) \subseteq [K] \), and \( i \in J_j^l \subseteq J_j \) (in the first sum) or \( i \in J_{l,j,k} \subseteq J_j \) (in the second sum), for some \( l \in \{0\} \cup [M] \). We further note that \( \pi(\cdot) \leq \pi^1(\cdot) \). Hence, any feasible solution of the approximated Problem (4.7) is feasible in (6.31), and since their objectives coincide, the objectives are related by \( Z_{BDDLDR} \leq Z_{SLDR} \) as desired.
Appendix D  Service-Constrained Robust Inventory Management

In this section, we present a robust multi-period inventory management problem, which can be modeled using the techniques presented in this paper. The model we use is related to the inventory model used in See and Sim [31]. In most inventory models, a linear backorder cost rate (underage cost) is used to penalize stockouts within the objective function. While using a linear underage cost rate is mathematically convenient, this cost rate may be difficult to quantify in practice. An alternate model of penalizing stockouts is to use service constraints to guarantee a lower limit on the event or quantity of non-stockouts. Because of the mathematical difficulty of handling service constraints, a technique commonly used in the inventory management literature is to approximate the service constraint using backorder costs (e.g. Boyaci and Gallego [11], Shang and Song [32]), and derive the optimal policy based on a known demand process. In our model, we consider a distributionally robust service guarantee on the fill rate, which is a common metric used by industry practitioners.

Problem: Consider an inventory management problem with a planning horizon of T periods, and a primitive uncertainty vector, \( \tilde{z} \in \mathbb{R}^T \), representing the exogenous uncertain demand in each period. The exact distribution of \( \tilde{z} \) is unknown, but the inventory manager has knowledge of some distributional properties, as described in the Model of Uncertainty U in Section 3. We let \( \mathcal{F} \) denote the family of distributions having these properties. For simplicity, we shall assume that we know the mean of \( \tilde{z} \) exactly, i.e. \( E_P(\tilde{z}) = \mu, \forall P \in \mathcal{F} \), where \( \mu > 0 \). A similar formulation can be done (albeit with more notation) for random means, provided that the mean support is fully contained within the positive orthant. Explicitly, we require \( \hat{W} \subseteq \{ x \in \mathbb{R}^T : x > 0 \} \).

Furthermore, in each period, we denote by \( c_t \) the ordering cost per unit and the maximum order quantity by \( x_{MAX} \). Undelivered inventory at the end of each period can be held over to the next period, with a per unit holding (overage) cost of \( h_t \). We assume no fixed cost components to all costs involved. We denote the minimum required fill rate in each period by \( \beta_t \). We shall assume that the goods have no salvage value at the end of the T periods, and that we possess no starting inventory. We also assume that the inventory manager is ambiguity-averse and aims to minimize the worst-case expected loss over all distributions in \( \mathcal{F} \).

Notation: We let \( x_t(\tilde{z}) = x_t^0 + x_t^1 \tilde{z}, \forall t \in [T] \) be a set of linear decision rules representing the order quantity in the \( t^{th} \) period. We let the auxiliary linear rule \( y_t(\tilde{z}), \forall t \in [T] \) represent the inventory level at the end of each period, and \( y_0(\tilde{z}) \) represent the starting inventory. Vector quantities (e.g. \( x, y, x_{MAX} \)) will be used to represent their respective quantities (respectively order quantity, inventory level, maximum order quantity) over all periods. For example, to represent the order quantity over all periods, we have \( x(\tilde{z}) = x^0 + X\tilde{z} \).

Model: Since inventory can be held over to the next stage, and we have no starting inventory,

\[
\begin{align*}
    y_0(\tilde{z}) &= 0 \\
    y_t(\tilde{z}) &= y_{t-1}(\tilde{z}) + x_t(\tilde{z}) - \tilde{z}_t \quad \forall t \in [T]
\end{align*}
\]
which we can write in vector form for \( y(\tilde{z}) = [y_1(\tilde{z}), \ldots, y_T(\tilde{z})] \), as

\[
D y(\tilde{z}) - x(\tilde{z}) = -\tilde{z}
\]

where the constant matrix \( D \in \mathbb{R}^{T \times T} \) is a first-order differencing matrix:

\[
D = \begin{bmatrix}
1 & 0 & 0 & \ldots & 0 \\
-1 & 1 & 0 & \ldots & 0 \\
0 & -1 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 
\end{bmatrix}
\]

We use the definition of fill rate provided in Cachon and Terwiesch [12], to obtain the robust form of the fill rate constraint:

\[
\inf_{P \in \mathcal{P}} E_P \left( \min \{ \tilde{z}_t, y_{t-1}(\tilde{z}) + x_t(\tilde{z}) \} \right) \geq \beta_t \mu_t \quad \forall t \in [T]
\]

Using the inventory balance equations to simplify the above, we obtain

\[
\sup_{P \in \mathcal{P}} E_P \left( y_t(\tilde{z})^- \right) \leq (1 - \beta_t) \mu_t \quad \forall t \in [T]
\]

In vector form,

\[
\sup_{P \in \mathcal{P}} E_P \left( y(\tilde{z})^- \right) \leq (I - \text{diag}(\beta)) \mu
\]

where \( \text{diag}(\cdot) : \mathbb{R}^T \rightarrow \mathbb{R}^{T \times T} \) represents the diagonalization operator. We note that the expectation operation is applied component-wise. Thus, the ambiguity-averse cost-minimizer can be obtained as the solution to the following problem

\[
Z_0^* = \min_{x(\cdot), y(\cdot)} \sup_{P \in \mathcal{P}} E_P \left( c' x(\tilde{z}) + (h' y(\tilde{z}))^+ \right) \quad \text{s.t.} \quad \begin{align*}
D y(\tilde{z}) - x(\tilde{z}) &= -\tilde{z} \\
0 &\leq x(\tilde{z}) \leq x^{MAX} \\
x_t &\in \mathcal{L}(1, T, [t - 1]) \quad \forall t \in [T] \\
y_t &\in \mathcal{L}(1, T, [t]) \quad \forall t \in [T]
\end{align*}
\]

(D.1)

To express problem (D.1) into the form of the general model (2.4), we add auxiliary LDRs \( r(\tilde{z}), s(\tilde{z}) \) to linearize the objective and the CVaR constraints. Also, we add slack LDRs \( u(\tilde{z}), w(\tilde{z}) \) to convert
the inequalities into equalities, obtaining:

\[
Z^*_0 = \min_{\mathcal{P} \in \mathcal{F}} \sup_{\mathcal{E}} \left( c'x(\tilde{z}) + h'r(\tilde{z}) \right) \\
\text{s.t.} \quad \sup_{\mathcal{F}} (s(\tilde{z})) \leq (I - \text{diag } \beta)\mu \\
Dy(\tilde{z}) - x(\tilde{z}) = -\tilde{z} \\
r(\tilde{z}) - y(\tilde{z}) - u(\tilde{z}) = 0 \\
s(\tilde{z}) + y(\tilde{z}) - w(\tilde{z}) = 0 \\
0 \leq x(\tilde{z}) \leq x_{\text{MAX}} \\
r(\tilde{z}), s(\tilde{z}), u(\tilde{z}), w(\tilde{z}) \geq 0 \\
x_t \in \mathcal{L}(1, T, [t-1])) \quad \forall t \in [T] \\
r_t, s_t, u_t, w_t, y_t \in \mathcal{L}(1, T, [t]) \quad \forall t \in [T] 
\]

We notice that since the manager only has access to previous realized demand information in each period, each LDRs should only be dependent on a subset of the full range of uncertainties. We capture this in the information index sets \(I_t\) as follows

\[
I_1 = \emptyset, \quad I_t = I_{t-1} \cup \{t-1\}, \quad \forall t \in \{2, \ldots, T + 1\} 
\]

By collecting the LDRs with the same information dependencies together, we define

\[
y^1(\tilde{z}) = x_1(\tilde{z}) \\
y^2(\tilde{z}) = [x_2(\tilde{z}), y_1(\tilde{z}), r_1(\tilde{z}), s_1(\tilde{z}), u_1(\tilde{z}), w_1(\tilde{z})] \\
\vdots \\
y^t(\tilde{z}) = [x_t(\tilde{z}), y_{t-1}(\tilde{z}), r_{t-1}(\tilde{z}), s_{t-1}(\tilde{z}), u_{t-1}(\tilde{z}), w_{t-1}(\tilde{z})] \\
\vdots \\
y^{T+1}(\tilde{z}) = [y_T(\tilde{z}), r_T(\tilde{z}), s_T(\tilde{z}), u_T(\tilde{z}), w_T(\tilde{z})] 
\]

In the following sections, we apply the non-anticipative BDLD to our problem in a stage-wise manner.

### D.1 First Stage BDLD

We begin with information dependency set \(I_1 = \emptyset\). Since \(N^+(1) = [T + 1]\), the first nominal subproblem (6.32) for the BDLD becomes:

\[
f^o_{i,x} = \min_{c'x + h'r} \quad \text{s.t.} \\
Dy - x = 0 \\
r - y - u = 0 \\
s + y - w = 0 \\
r, s, u, w \geq 0 \\
x_j = 0 \quad \forall j \neq i \\
x_i = 1 
\]
Although the allowable set of $i$ is simply the singleton $\{1\}$, we keep the $i$ notation because of the similarity with the subsequent stages. The optimal solution can be obtained by inspection:

$$x_j^* = \mathbb{1}_{(j=i)}$$
$$y_j^* = \mathbb{1}_{(j\geq i)}$$
$$r_j^* = \mathbb{1}_{(j\geq i)}$$
$$w_j^* = 0$$
$$s_j^* = 0$$
$$w_j^* = \mathbb{1}_{(j\geq i)}$$

In the other direction, the nominal sub-problem (6.32) for the BDLDR becomes

$$g^o_{i,x} = \min \ c'x + h'r$$
s.t. \hspace{1cm} Dy - x = 0$$
$$r - y - u = 0$$
$$s + y - w = 0$$
$$r, s, u, w \geq 0$$
$$x_j = 0 \hspace{1cm} \forall j \neq i$$
$$x_i = -1$$

which has the optimal solution:

$$x_j^* = -\mathbb{1}_{(j=i)}$$
$$y_j^* = -\mathbb{1}_{(j\geq i)}$$
$$r_j^* = 0$$
$$u_j^* = \mathbb{1}_{(j\geq i)}$$
$$s_j^* = \mathbb{1}_{(j\geq i)}$$
$$w_j^* = 0$$

Since $N^-(1) = \{1\}$, and using the identity $x^+ \equiv x + x^-$, the BDLDR for $x_1(\tilde{z})$ reduces to

$$\hat{x}_1(\tilde{z}) = x_1(\tilde{z})^+ - (x_1(\tilde{z}) - x_1^{MAX})^+$$ \hspace{1cm} (D.6)

D.2 Second and Subsequent Stage BDLDR

In the second stage, we have $I_2 = \{1\}$, $N^+(2) = \{2, \ldots, T + 1\}$, which means that in our formulation of the nominal sub-problem (6.32), we should zero out the $x_1$ terms. For brevity, we let $\psi \in \{x, r, s, u, w\}$ represent a placeholder for the respective variables. Furthermore, according to the information depen-
non-anticipative BDLDRs for the second stage, after reduction, becomes
to solve the nominal sub-problem for various $\psi$.

In this stage, we have $\psi = x$, $i = 2$, otherwise, $i = 1$. This yields:

When $\psi = x$,
\[
  f_{i,x}^0 = \min_{D_1y - x = 0} \sum_{t=2}^T c_t x_t + h' r
\]

Where the new differencing matrix $D_1$ is identical to $D$, except with the first column replaced with all zeros. We notice that Problem (D.7) has a similar structure to (D.4). When the optimal solution for various $\psi$ is given by:

When $\psi = x$,
\[
  x_j^* = \mathbb{1}_{\{j = i\}},
  y_j^* = \mathbb{1}_{\{j \geq i\}},
  r_j^* = \mathbb{1}_{\{j \geq i\}},
  u_j^* = 0,
  s_j^* = 0,
  w_j^* = \mathbb{1}_{\{j \geq i\}}
\]

In the other direction, since each of the variables $y_1, r_1, s_1, u_1, w_1$ are unbounded above, we only have to solve the nominal sub-problem for $x_2 = -1$, which gives a similar solution to the first stage:

\[
  x_j^* = -\mathbb{1}_{\{j = i\}},
  y_j^* = -\mathbb{1}_{\{j \geq i\}},
  r_j^* = 0,
  u_j^* = \mathbb{1}_{\{j \geq i\}},
  s_j^* = \mathbb{1}_{\{j \geq i\}},
  w_j^* = 0
\]

In this stage, we have $N^-(2) = \{1, 2\}$, and we can add LDRs from the previous stage. The set of non-anticipative BDLDRs for the second stage, after reduction, becomes

\[
  \begin{align*}
  \hat{x}_2(\bar{z}) &= x_2(\bar{z})^+ - (x_2(\bar{z}) - x_2^{MAX})^+ \\
  \hat{r}_1(\bar{z}) &= r_1(\bar{z})^+ + u_1(\bar{z})^- + x_1(\bar{z})^- + x_2(\bar{z})^- \\
  \hat{u}_1(\bar{z}) &= u_1(\bar{z})^+ + r_1(\bar{z})^- + (x_1(\bar{z}) - x_1^{MAX})^+ + (x_2(\bar{z}) - x_2^{MAX})^+ \\
  \hat{s}_1(\bar{z}) &= s_1(\bar{z})^+ + w_1(\bar{z})^- + (x_1(\bar{z}) - x_1^{MAX})^+ + (x_2(\bar{z}) - x_2^{MAX})^+ \\
  \hat{w}_1(\bar{z}) &= w_1(\bar{z})^+ + s_1(\bar{z})^- + x_1(\bar{z})^- + x_2(\bar{z})^- 
  \end{align*}
\]

(D.8)
For the third and subsequent stages, we notice that a similar reduction takes place, and we can obtain the general solution to the $k^{th}$ stage, where $2 \leq k \leq T + 1$ as:

\[
\hat{x}_k(\tilde{z}) = x_k(\tilde{z})^+ - (x_k(\tilde{z}) - x_k^{MAX})^+ \quad (x_k \text{ only defined for } k \leq T)
\]

\[
\hat{r}_{k-1}(\tilde{z}) = r_{k-1}(\tilde{z})^+ + u_{k-1}(\tilde{z})^- + \sum_{j=1}^{\max(k,T)} x_j(\tilde{z})^-
\]

\[
\hat{u}_{k-1}(\tilde{z}) = u_{k-1}(\tilde{z})^+ + r_{k-1}(\tilde{z})^- + \sum_{j=1}^{\max(k,T)} (x_j(\tilde{z}) - x_j^{MAX})^+
\]

\[
\hat{s}_{k-1}(\tilde{z}) = s_{k-1}(\tilde{z})^+ + w_{k-1}(\tilde{z})^- + \sum_{j=1}^{\max(k,T)} (x_j(\tilde{z}) - x_j^{MAX})^+
\]

\[
\hat{w}_{k-1}(\tilde{z}) = w_{k-1}(\tilde{z})^+ + s_{k-1}(\tilde{z})^- + \sum_{j=1}^{\max(k,T)} x_j(\tilde{z})^-
\]

(D.9)

Using these BDLDRs the problem (D.2) now becomes

\[
Z_{BDLDR} = \min \sup_{P \in \mathcal{P}} \mathbb{E}_P \left( c^T x(\tilde{z})^+ - c^T (x(\tilde{z}) - x^{MAX})^+ + h^T r(\tilde{z})^+ + h^T u(\tilde{z})^- + h^T L x(\tilde{z})^- \right)
\]

s.t. \sup_{P \in \mathcal{P}} \left( s(\tilde{z})^+ + w(\tilde{z})^- + L (x(\tilde{z}) - x^{MAX})^+ \right) \leq (I - \text{diag} (\beta)) \mu

\begin{align*}
D y(\tilde{z}) - x(\tilde{z}) &= -\tilde{z} \\
r(\tilde{z}) - y(\tilde{z}) - u(\tilde{z}) &= 0 \\
s(\tilde{z}) + y(\tilde{z}) - w(\tilde{z}) &= 0
\end{align*}

(D.10)

where the matrix $L \in \mathbb{R}^{T \times T}$ is given by:

\[
L = \begin{bmatrix}
1 & 1 & 0 & \ldots & 0 \\
1 & 1 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & 1 & 1 & \ldots & 1 \\
1 & 1 & 1 & \ldots & 1
\end{bmatrix}
\]

Given some partial distributional information (support, covariance, or directional deviations) of actual distribution $P$, we can use the techniques presented in Section 5 to construct bounds on $\sup_{P \in \mathcal{P}} \mathbb{E}_P ((\cdot)^+)$, in order to find a deterministic reformulation. The original uncertain optimization problem (D.2) can
therefore be approximately solved by the following deterministic conic optimization problem:

\[
\hat{Z}_{BDLDR} = \min \sum_{t=1}^{T} c_t \pi(x_t^0, x_t) + h_t \pi(r_t^0, r_t) + h_t \pi(-u_t^0, -u_t) + \left( \sum_{j=1}^{\max(T-t+1,T)} h_j \right) \pi(-x_t^0, -x_t)
\]

s.t. \[\pi(s_t^0, s_t) + \pi(-w_t^0, -w_t) + \sum_{j=1}^{\max(t,T)} \pi(x_t^0 - x_t^{MAX}, x_t) \leq (1 - \beta_t) \mu_t \quad \forall t \in [T]\]

\[Dy^0 - x^0 = 0\]
\[r^0 - y^0 - u^0 = 0\]
\[s^0 + y^0 - w^0 = 0\]
\[DY - X = -I\]
\[R - Y - U = 0\]
\[S + Y - W = 0\]

(D.11)
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